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Many previous studies of animal and human learning indicate a processing advantage for cues previously
experienced as good predictors of outcomes over those experienced as poorer predictors. Four studies of
human associative learning investigated whether learned predictiveness acts at the level of learning
(modulating the rate at which cue–outcome associations form), performance (modulating the strength of
behavioral responses), or both. In Experiments 1–3, it was found that retrospectively altering the learned
predictiveness of cues influenced responding to those cues, demonstrating that learned predictiveness
influences performance. Experiment 4 indicates that learned predictiveness also influences learning by
demonstrating that the learned predictiveness of a cue affects the acquisition of an association between
a novel cue and the outcome with which it is paired.
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It is well established in the field of animal conditioning that the
amount of processing power devoted to learning about a given
conditioned stimulus (CS) can be influenced by its past history of
predictiveness at an associative level. Establishing a CS as a
predictor of a reinforcing event seems to alter the readiness with
which that stimulus will engage in later learning (see Le Pelley,
2004, for a review). One model of such learned predictiveness
effects is that of Mackintosh (1975), which states that the change
(�) in associative strength of cue P (VP) on each learning episode
is given by

�VP � � �P (� – VP) (1)

where � is a constant learning rate parameter, � is the asymptote of
conditioning supportable by the outcome occurring on that trial,
and �P is the associability of cue P. Mackintosh proposed that the
associability of a cue varies as a function of that cue’s experienced
predictive ability. Specifically, �P increases if P is a better predic-
tor of the outcome occurring on a given trial than are all other
presented cues; �P decreases if P is a poorer predictor of the
outcome than are other presented cues. The extent to which
the outcome is predicted by P is given by the discrepancy between
the current state of the outcome (�) and the extent to which P
predicts that outcome (VP), that is, the absolute value of the error
term | � – VP|. Hence, on each trial, the � value for each presented
cue is updated according to the following rules:

DaP � 0 if | � – VP| � | � – VQ |

��P � 0 if | � – VP| � | � – VQ | (2)

where VQ is the associative strength of all stimuli other than P
present on that trial.

Several recent studies have indicated that learned predictiveness
processes also exert an influence on human associative learning
(e.g., Bonardi, Graham, Hall, & Mitchell, 2005; Griffiths & Le
Pelley, in press; Le Pelley, Beesley, & Suret, 2007; Le Pelley &
McLaren, 2003; Le Pelley, Oakeshott, & McLaren, 2005; Loch-
mann & Wills, 2003). The results of these experiments are con-
sistent with the idea that people learn more rapidly about cues that
have previously been established as reliable predictors of out-
comes than those established as poor predictors. As such, these
findings agree with the predictions of the Mackintosh (1975)
model.1

We consider Le Pelley and McLaren’s (2003) study in detail
here, as it forms the focus of the present experiments. The basic
design of this study is shown in Table 1, where letters A–U refer
to cues and O1–O4 refer to outcomes that can be paired with those
cues. Thus, “AR–O1” indicates that cues A and R were presented
together and were paired with outcome O1. The experiment used
a multiple outcome allergy prediction paradigm, in which partic-
ipants played an allergist predicting the type of allergic reaction
that a fictitious patient would suffer after eating different foods.

1 This theoretical analysis is rather selective. Sutherland and Mackintosh
(1971) and Kruschke (2001) have proposed alternative accounts of learned
predictiveness effects, but these accounts are fundamentally similar to the
Mackintosh (1975) model. The theoretical approach offered by Pearce and
Hall (1980), on the other hand, takes a very different view of such effects
(see Le Pelley, 2004). However, certain existing experiments (e.g. Bonardi
et al, 2005; Griffiths & Le Pelley, in press; Le Pelley & McLaren, 2003),
and those described in the present article, provide support for the general
account of such effects offered by the Mackintosh model, but are incon-
sistent with the view taken by Pearce and Hall. Consequently, our discus-
sion focuses solely on the general approach offered by the former.
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Hence, the foods constituted the cues and the different types of
allergic reactions were the outcomes.

During the first stage of this experiment, cues A and D were
consistently paired with O1, cues B and C were consistently paired
with O2, and cues R–U provided no basis for discrimination
between the two outcomes, being paired with O1 and O2 an equal
number of times. As such, during Stage 1, cues A–D were the best
available predictors of the outcome occurring on each trial and
hence, according to the Mackintosh model, should have main-
tained a high �. Meanwhile, the � of cues R–U should have
decreased, as these were the poorer predictors of the outcome
occurring on each trial.

On each of the Stage 2 trial types shown in Table 1, a predictive
cue from Stage 1 (A, B, C, or D) was paired with a nonpredictive
cue (R, S, T, or U) with which it had not been presented in Stage
1, and this novel compound was paired with a novel outcome;
compounds AT and CR with O3 and compounds BU and DS with
O4. After Stage 2, participants were asked to rate how likely each
of outcomes O3 and O4 was to follow cue compounds AC, BD,
RT, and SU. Following Dickinson, Shanks, and Evenden (1984),
these ratings are taken to provide an index of the strength of the
cue–outcome associations developed over the course of training.

The Mackintosh model predicts that, at the end of Stage 1, cues
A–D (predictive in Stage 1) will have higher associabilities than
cues R–U (nonpredictive in Stage 1). Assuming that these asso-
ciabilities will generalize between the contexts of Stages 1 and 2
(see Le Pelley, Oakeshott, Wills, & McLaren, 2005), this will
promote more rapid learning of associations between cues A–D
and the Stage 2 outcomes than between cues R–U and Stage 2
outcomes. Therefore, participants should develop strong associa-
tions from A and C to O3, strong associations from B and D to O4,
weak associations from R and T to O3, and weak associations from
S and U to O4. In line with these predictions, participants in Le
Pelley and McLaren’s (2003) study rated compound AC as a
strong predictor of O3 and compound BD as a strong predictor of
O4, whereas RT and SU were perceived to be only weak predictors
of O3 and O4, respectively.

This finding clearly indicates a difference in the processing of
cues A–D and cues R–U and that this difference arises as a result
of the difference in the learned predictiveness of these cues during
Stage 1. The question then becomes one of exactly where this

learned predictiveness exerts its influence. The Mackintosh model
as presented earlier (and as presented originally by Mackintosh,
1975) states that � influences learning, determining how rapidly a
cue undergoes changes in associative strength (as indicated by the
term associability, i.e., the readiness with which a cue will enter
into an association). If two cues with different � values are
presented simultaneously and reinforced, the cue with the higher �
will develop a stronger association to the outcome than will the cue
with the lower �. In this conceptualization of the model, respond-
ing to cue P, RP, is simply a function of that cue’s associative
strength. In other words,

RP � k VP (3)

where k is a constant.2

There exists an alternative view of the locus of learned predic-
tiveness, however. Mackintosh (1975) raised the possibility that
learned predictiveness may also influence performance, modulat-
ing the response to a cue. That is, responding may also be a
function of �. In other words,

RP � k �P VP. (4)

In the absence of compelling experimental evidence to support
the idea that � influences performance as well as learning, how-
ever, Mackintosh remained agnostic on this issue. Note that here
we are referring to a direct influence of � on performance, separate
from its effect on learning. Even in the original Mackintosh model,
which combines the learning rule of Equation 1 with the perfor-
mance rule of Equation 3, � has an indirect effect on performance
that results from its direct effect on learning. That is, a cue with
high � will be learned about rapidly (i.e., it will form strong
associations) and hence, according to Equation 3, will support
strong responding. This is quite different from the influence of �
on performance suggested by Equation 4, in which � has a direct
effect in modulating the expression of a learned association.

This raises the issue of how best to interpret the findings of Le
Pelley and McLaren (2003). In the discussion earlier, we have
appealed to a model that implicates � in learning only. That is,
cues that were experienced as predictive in Stage 1 were assumed
to engage the learning process more strongly in Stage 2 than those
experienced as nonpredictive. Responding to predictive cues
would then be greater on test, as these cues would have higher
associative strengths. It is, however, also possible to account for
these data using a model that implicates � in performance only
without influencing learning at all. Suppose that, as before, cues
A–D develop higher � values than do cues R–U during Stage 1
(by virtue of the fact that the former are consistently paired with
the same outcomes, whereas the latter are not). If � does not
influence learning, then, during Stage 2, all cues will form
equally strong associations to the outcomes with which they are
paired. If � influences responding as in Equation 4, then re-
sponding to the predictive cues from Stage 1 on test will be
greater than to the nonpredictive cues. For example, for cues A
and T on test:

2 Strictly, this should be expressed as RP � f (VP), but as long as the
function relating R and V is monotonic, an increase in V will always lead
to an increase in R. For the sake of simplicity, we characterize this in the
form of a linear relationship as in Equation 3 throughout this article.

Table 1
Design of Le Pelley and McLaren (2003)

Stage 1 Stage 2 Test

AR–O1 AT–O3 AC
AS–O1 BU–O4 BD
BR–O2 CR–O3 RT
BS–O2 DS–O4 SU
CT–O2
CU–O2
DT–O1
DU–O1

Note. Letters A to U represent different food types; O1 to O4 refer to the
type of allergy produced (outcome) when the food was eaten by a fictitious
patient. On test, ratings of the compounds were obtained with respect to
outcomes O3 and O4. Filler trials used in Stage 2 by Le Pelley and
McLaren (2003) are omitted for clarity.
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If �A � �T and VA � VT,

then, by Equation 4, RA � RT.
Thus, it is theoretically possible to account for Le Pelley and
McLaren’s findings using a model that makes no recourse to � in
the learning mechanism.

The suggestion that learned predictiveness influences perfor-
mance as well as learning has been explicitly formalized by
Kruschke (1996, 2001) in his ADIT and EXIT models. Despite
such formal statements regarding the locus at which � operates,
there currently exists no conclusive empirical evidence bearing on
this issue. Moreover, this ambiguity of interpretation applies not
only to Le Pelley and McLaren’s (2003) study but (to the best of
our knowledge) to all previous demonstrations of learned predic-
tiveness effects in both humans and animals that have been taken
in support of the Mackintosh model: As far as we are aware, all
such effects currently described in the literature could be explained
by a model implicating � in learning (the formation of associa-
tions) only, in performance (the expression of associations as
behavior) only, or in both learning and performance.

The experiments described in this article represent a first at-
tempt to decide between these alternative views of the locus of �
in human associative learning. Experiments 1–3 investigate
whether � does indeed have a direct influence on performance that
is independent of its effect on learning. Experiment 4 then attempts
to establish evidence for an influence of � on learning.

Experiment 1

The design of Experiment 1 is shown in Table 2. This experi-
ment used a “mad scientist” paradigm, with each participant play-
ing a scientist who creates mutants by combining certain chemicals
with a special “goo” substance. Thus, the letters A–U in Table 2
were represented by different chemicals and outcomes O1-O6
were represented by different types of mutants that could be
created. The context for each separate stage of the experiment was
provided by a particular color of goo, with different colors giving
rise to different types of mutant.

Stages 1 and 2 of Experiment 1 were similar to those used by Le
Pelley and McLaren (2003) and follow the logic described in the
introduction. After Stage 1, participants completed a third stage of
training, in which cue compounds were paired with novel out-
comes (O5 and O6). For participants in the consistent group,
during Stage 3, cues A–D were once again predictive of outcomes
(A and D were consistently paired with O5; B and C were con-
sistently paired with O6), whereas cues R–U were nonpredictive
(being paired with O5 and O6 an equal number of times). For these
participants, predictiveness in Stage 3 was consistent with what
was learned in Stage 1. For participants in the inconsistent group,
the reverse was true; cues A–D were nonpredictive, whereas cues
R–U were predictive in Stage 3. For this group, predictiveness
in Stage 3 was inconsistent with what was learned in Stage 1. After
Stage 3, participants were asked to rate how likely each of the
Stage 2 outcomes (O3 and O4) was to follow compounds AC, BD,
RT, and SU. This was the same test as used by Le Pelley and
McLaren (2003). The question of interest is what effect Stage 3
training had on the pattern of responding to these compounds.

For both groups, at the outset of Stage 2, the � values for cues
A–D should be higher than those for R–U as a result of the higher
predictiveness of the former cues during Stage 1. If � influences
learning, then this will promote more rapid learning of associations
between cues A–D and the Stage 2 outcomes than between cues
R–U and the same outcomes. The � values of the cues should
diverge in the two groups during Stage 3. In the consistent group,
cues A–D will maintain a high � during Stage 3 and cues R–U will
maintain a low �. In the inconsistent group, on the other hand, we
may expect the � of cues R–U to rise over Stage 3 and the � of
A–D to fall (reflecting the reversed predictiveness of these cues).

If � affects learning only, then there is no way for these
subsequent changes in � to influence participants’ reports of the
relationship between test cues and Stage 2 outcomes. Therefore,
we would expect similar results in the consistent and inconsistent
groups, with both groups providing higher ratings for compounds
AC and BD than for compounds RT and SU. Note that training in
Stage 3 cannot directly influence the cue–outcome associations
formed in Stage 2, as the outcomes used in the two stages are (a)
different and (b) statistically independent; that is, cues that were
paired with outcome O3 during Stage 2 were equally likely to be
paired with outcome O5 or O6 in Stage 3 (and the same was true
for cues paired with O4 in Stage 2). Consequently, simply learning
that a particular chemical predicts O5 in the Stage 3 context itself
tells a participant nothing about the effect of that chemical in the
Stage 2 context. This rules out the possibility that learning during
Stage 3 may have any direct influence on the Stage 2 cue–outcome
associations through a process akin to retrospective revaluation of
causal judgments (e.g., Melchers, Lachnit, & Shanks, 2004). This
statistical independence of outcomes, coupled with our use of
difference scores to analyze the rating data on test (as explained
later in the Data analysis section), also rules out the possibility that
learning about specific cue–outcome associations during Stage 3
may have an indirect influence on participants’ judgments of the
Stage 2 cue–outcome relationships (which involve the same cues
but different outcomes) through a process of generalization. To
summarize, if response is purely a function of associative strength,
then there is no obvious way that changes in � after Stage 2 can
influence response on test.

Table 2
Design of Experiment 1

Stage 1 Stage 2

Stage 3

TestConsistent Inconsistent

AR–O1 AT–O3 AR–O5 AR–O5 AC
AS–O1 BU–O4 AS–O5 AS–O6 BD
BR–O2 CR–O3 BR–O6 BR–O5 RT
BS–O2 DS–O4 BS–O6 BS–O6 SU
CT–O2 CT–O6 CT–O6
CU–O2 CU–O6 CU–O5
DT–O1 DT–O5 DT–O6
DU–O1 DU–O5 DU–O5

Note. Consistent and inconsistent refer to the different types of Stage 3
training received by the two participant groups of Experiment 1. Letters A
to U represent different chemicals; O1 to O4 refer to the type of mutant that
was created (outcome) when these chemicals were mixed with the goo. On
test, ratings of the compounds were obtained with respect to outcomes O3
and O4.
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Suppose instead that � affects performance only. In that case, all
cues will develop equally strong associations to whichever of
outcomes O3 and O4 they are paired with during Stage 2. Changes
in � during Stage 3 will influence the extent to which these
associations are expressed in ratings provided on test, according to
Equation 4. In the consistent group, we would expect stronger
responding to compounds made up of cues A–D (as these cues
maintain high � during Stage 3) than to compounds made up of
cues R–U (which maintain low � during Stage 3). In the incon-
sistent group, the � values of the cues at the time of test will be
quite different. To the extent that the � of cues R–U ends Stage 3
higher than that of cues A–D, we would expect participants to give
higher ratings for compounds RT and SU than for AC and BD.
That is, the reversal of the � values of the component cues during
Stage 3 should interfere with the effect observed by Le Pelley and
McLaren (2003), reducing (and possibly reversing) the advantage
for AC/BD over RT/SU.

In summary, if the locus of � is at the level of learning only,
then we would expect the advantage for AC/BD over RT/SU to be
equivalent in the consistent and inconsistent groups. If instead �
acts only at the performance level, modulating the expression of
learned associations, then we would expect a greater advantage for
AC/BD over RT/SU in the consistent group than in the inconsis-
tent group (and possibly even a reversal of this advantage in the
latter group). A third possibility, as noted earlier, is that � influ-
ences both learning and performance. To the extent that � has any
influence on performance, we would still expect inconsistent train-
ing to reduce the advantage for AC/BD over RT/SU, compared
with consistent training, given that changes in � during Stage 3
would still be expected to modulate the expression of any associ-
ations that were formed during Stage 3. Consequently, this selec-
tive influence of Stage 3 training on the pattern of responding to
the different compounds on test provides an assay of whether � has
any direct effect on performance. That said, if � also influences
learning, we may expect the interfering effect of Stage 3 train-
ing in the inconsistent group to be less extreme. This is because
any influence of � on learning ensures that cues A–D develop
stronger associations during Stage 2 than do cues R–U, which
will tend to produce an advantage for AC/BD over RT/SU in the
inconsistent group (albeit an advantage that will subsequently
be offset by the influence of changes in � during Stage 3 on
performance). Consequently, the extent to which the advantage
for AC/BD over RT/SU is weakened or reversed in the incon-
sistent group depends on the relative contribution of � to
learning and performance.

Method

Participants, apparatus, and materials. Thirty-eight Cardiff
University undergraduates participated in exchange for course
credit. Participants were split equally between, and randomly
assigned to, the consistent and inconsistent groups and were tested
individually with a standard PC. The eight “chemical” names were
Bizancrine, Daktyre, Halorite, Kluphane, Nelomine, Ontone,
Quezalin, and Yestimox. These were randomly and independently
assigned to the letters A–U in the experimental design shown in
Table 2 for each participant. The six mutant names were Draguts,
Goygle, Jominoid, Necromon, Rargon, and Snarlig, which were
again randomly assigned to outcomes O1 to O6 for each par-

ticipant. Pictures of six different mutant creatures were used,
with pictures being randomly assigned to mutant names for
each participant. The goo colors used for Stages 1, 2, and 3
were blue, red, and yellow, respectively, created by recoloring
the same picture of an amorphous goo substance using image
editing software.

Procedure. Participants received on-screen instructions de-
scribing the task: that they had been given a newly discovered set
of chemicals with which to experiment and were to predict which
mutant would be created when the chemicals used on each trial
were mixed with a blue goo; that they would have to start out
guessing; but that, with the aid of feedback, their predictions
should become more accurate. On each Stage 1 trial, participants
were shown the names of the two chemicals to be mixed with the
goo and were asked what sort of mutant would be created. Below
this were pictures of two mutants, along with their names. Partic-
ipants responded by clicking on one of these pictures. Immediate
feedback was provided: A blue box highlighted the correct answer.
If participants made a correct prediction, the word “correct” ap-
peared; if they made an incorrect prediction, the word “wrong”
appeared and the computer beeped.

Stage 1 comprised 14 blocks, with each of the eight trial types
shown in Table 2 occurring once per block. Trial order within a
block was randomized, with the constraint that there could be no
immediate repetitions across blocks. For each trial type, the order
of presentation of the chemicals (left/right) was counterbalanced
across blocks. The two mutants presented on each Stage 1 trial
were always O1 and O2; the left/right order of presentation of
mutants was again counterbalanced across blocks for each trial
type.

After Stage 1, participants were told that, in the next phase of
their research, they would be using a different goo, which created
new types of mutants. The form of each Stage 2 trial was the same
as that for Stage 1 except that (a) the goo pictured on each trial was
red and (b) the two mutants pictured on each trial represented O3
and O4. There were six blocks in Stage 2, with each of the four
trial types appearing once per block; counterbalancing and ran-
domization were the same as for Stage 1. After Stage 2, partici-
pants were told that the next phase of their research would use a
new goo, which again created new types of mutants. The form of
each Stage 3 trial was the same as for the previous stages, except
that (a) the goo pictured on each trial was yellow, and (b) the two
mutants on each trial represented O5 and O6. Stage 3 comprised 10
blocks, with counterbalancing and randomization as in previous
stages.

After Stage 3, instructions told participants that, as a test of their
understanding, they would be asked to make decisions for new
chemical combinations. For each combination, they were to rate
how likely different types of mutants were to be created on a scale
ranging from 0 (chemicals very unlikely to create that type of
mutant) to 10 (chemicals very likely to create that type of mutant).

Each of the four test compounds (AC, BD, RT, and SU) was
presented for rating, in random order. Each test trial gave the
names of two chemicals, pictured being poured onto the red goo
that had been used during Stage 2. Below that appeared the
message “How likely is it that the following mutant will be
created?” along with a picture and name of one of the Stage 2
mutants (O3 or O4). Participants entered their rating by clicking
one of 11 radio buttons labeled from 0 to 10, with the leftmost
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being 0 (“Chemicals very unlikely to create this mutant”) and the
rightmost being 10 (“Chemicals very likely to create this mutant”).
Participants rated the ability of a pair of chemicals to create one
type of mutant (e.g., O3) and, on the immediately succeeding trial,
rated the ability of that same compound to create the other type of
Stage 2 mutant (O4, in this case). Whether participants rated
mutant O3 or O4 first was consistent across all test compounds,
and was determined randomly for each participant.

Data analysis. Following Le Pelley and McLaren’s (2003)
method, we used these ratings to calculate difference scores for
each compound. This was done by taking the rating for each
compound, with respect to the outcome (O3 or O4) with which its
constituent cues were paired in Stage 2, and subtracting from that
the rating for the same compound with respect to the outcome with
which its cues were not paired in Stage 2. For example, the
difference score for AC is given by the rating for AC with respect
to O3 minus the rating for AC with respect to O4, because A and
C were paired with outcome O3 during Stage 2. Likewise, the
difference score for BD is given by BD’s rating for O4 minus its
rating for O3, because B and D were paired with O4 during Stage
2. These difference scores index the differential predictiveness of
compounds with respect to Stage 2 outcomes—the extent to which
a compound predicts the outcome with which it was paired in
Stage 2 more than it predicts an outcome with which it was not
paired. High difference scores (maximum � 10) indicate strong,
selective performance, whereas a difference score of zero indicates
no selective performance.

These difference scores are free from influences of generaliza-
tion that would render any analysis based on raw rating data
uninterpretable. Consider Stage 1 of the present experiment. Dur-
ing this stage, participants will learn that cue A is predictive of O1
and that cue T is not predictive of either O1 or O2. Suppose that,
immediately after Stage 1, participants were asked how likely cues
A and T are to cause outcome O3 when mixed with the red goo.
As O3 is a novel outcome at this point, neither A nor T will have
a direct association with it. However, O3 has a degree of similarity
to O1 (both are types of mutants). Thus, it seems likely that
participants would generalize from A’s ability to cause O1 and so
also view it as a potential cause of O3. Similarly, participants may
generalize from the knowledge that T has no effect in creating
mutants O1 and O2 to think that it will also have no effect in
creating mutant O3. Hence, on the basis of generalization alone
and in the absence of further training, we may expect participants
to perceive A as a more likely cause of O3 than is T. More
generally, using raw ratings could generate a spurious difference in
response to previously predictive and previously nonpredictive
cues that has nothing to do with differences in the � values of those
cues; therefore, we cannot trust any such effect seen in the raw
rating data as conclusive evidence to support the operation of �
mechanisms.

Using difference scores, on the other hand, allows us to disen-
tangle responding based on direct learning from that based on
generalization. Suppose that, in our hypothetical single-stage ex-
periment, we were also to ask people how strongly A predicted
outcome O4. Random assignment of names and pictures to out-
comes O1 to O6 in Table 2 ensures that, on average, O1 will be as
similar to O3 as it is to O4, so that generalization from O1 to O3
is the same as that from O1 to O4. Therefore, if perception of A as
a predictor of O3 were purely a consequence of generalization

from its association with O1, we would expect an equally high
rating for the A–O4 relationship (yielding a difference score of
zero). Suppose, in contrast, that participants rated A as a better
predictor of O3 than of O4 (yielding a nonzero difference score).
This would indicate that the A–O3 rating is not simply based on
generalization but that there is also some direct association be-
tween A and O3. The stronger this direct association, the greater
the magnitude of this difference score.

Results and Discussion

Figure 1 shows mean percent correct of participants’ predictions
during each block of the three training stages (chance � 50%
correct). Performance clearly adapts to the prevailing contingen-
cies in each stage. Collapsing across blocks, independent t tests
revealed that the consistent and inconsistent groups did not differ
significantly during Stages 1 and 2, t � 1, but that the consistent
group performed significantly better than the inconsistent group
did during Stage 3, t(36) � 2.27; significance in this and all
subsequent analyses was assessed against a Type I error rate of
� � 0.05. The difference between the two groups decreased as
Stage 3 training continued, however, with no significant difference
on the final block, t � 1.

This difference in performance of the two groups during the
early part of Stage 3 is predicted by both views of the locus of �
in learning or performance. According to both models, cues that
were predictive during Stage 1 (A–D) will begin Stage 3 with
higher � values than those that were earlier nonpredictive (R–U).
In the learning-based view of �, this tends to favor learning about
cues A–D over learning about cues R–U during Stage 3, producing
faster learning in the consistent group (for which cues A–D predict
the correct answer and so must be learned about for performance
to improve) than in the inconsistent group (for which cues A–D are
irrelevant, and instead R–U must be learned about). In the perfor-
mance-based view of �, response to, for example, the A compo-
nent of compound AR will initially be amplified relative to re-
sponse for cue R. This will enhance performance in the consistent
group, as A is the cue that must eventually come to control
responding. In contrast, performance will be relatively impaired in
the inconsistent group, as cues R–U (which will be only weakly
responded to by virtue of their low �) are those that must ulti-
mately come to control responding. As such, the observation of a
performance difference during Stage 3 training cannot lead to
deciding between learning- and performance-based views of �.
Nevertheless, given that our previous demonstrations of learned
predictiveness effects (e.g., Le Pelley & McLaren, 2003) have
been manifest in postacquisition causal judgment ratings, it is
encouraging to observe similar effects in the acquisition data itself
(see also Bonardi et al., 2005). The fact that the difference between
groups is also present in the first training block of Stage 3, t(36) �
2.15, presumably reflects within-block learning, given that each
cue element appears twice in each training block (e.g., cue A
appears in AR and AS).

The results of main interest from this study concern the differ-
ence scores derived from ratings provided during the test phase,
shown in Figure 2. These scores have been averaged for com-
pounds AC and BD (which both comprise cues that were predic-
tive during Stage 1) and for compounds RT and SU (which both
comprise cues that were nonpredictive during Stage 1). For the
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consistent group, responding to compounds AC/BD is consider-
ably better than that for compounds RT/SU. The response pattern
in the inconsistent group is quite different—response to AC/BD is,
if anything, poorer than that to RT/SU. These data were analyzed
using an analysis of variance (ANOVA), with group (consistent vs.
inconsistent) and compounds (AC/BD vs. RT/SU) as factors. This
revealed that there was no main effect of Group, F � 1; or
Compounds, F(1, 36) � 1.33, MSE � 6.69, p � .26. Crucially, the
interaction of these two factors was significant, F(1, 36) � 8.06,
MSE � 6.69, indicating a difference in the pattern of performance
in the two groups. We used preplanned paired t tests to analyze this
interaction further. This revealed that, in the consistent group,
compounds AC/BD received difference scores that were signifi-
cantly higher than those of RT/SU, t(18) � 3.20; whereas in the
inconsistent group, the apparent reversal in performance to these

compounds (with mean difference score for RT/SU higher than
that for AC/BD) failed to reach significance, t(18) � 1.08, p � .30.

The consistent group showed a clear learned predictiveness
effect in line with that observed by Le Pelley and McLaren (2003),
with better response to compounds made up of cues that were
predictive during Stages 1 and 3. This confirms the influence of �
in this study, but it does not tell us whether this influence was on
learning or performance. The Stage 3 training received by the
inconsistent group—during which cues that had previously been
experienced as predictive (A–D) were now found to be nonpre-
dictive, and vice versa—exerted a selective influence on the pat-
tern of results. In this latter group, there was no longer any
advantage for compounds AC/BD over RT/SU on test. Thus, it
appears that changes in � of cues after the critical learning phase
during Stage 2 are sufficient to alter responding to those cues.
These results therefore seem to lie beyond a model in which �
affects only learning. Instead, they suggest that � is able to
influence performance by modulating responding to cues.

Before we can be completely confident in this conclusion,
however, we must rule out two alternatives. Figure 1 indicates that
participants in the inconsistent group found Stage 3 somewhat
harder than did those in the consistent group. This may have
caused these participants to give up at the task, with performance
on test falling to floor levels so that no advantage for AC/BD over
RT/SU could be observed. Two aspects of the data contradict this
suggestion. The first is the failure to find a significant main effect
of group in the ANOVA, indicating that overall level of perfor-
mance of the two groups on test was comparable. The second is
that performance to RT/SU is, if anything, better in the inconsis-
tent group than in the consistent group. One-sample t tests of the
RT/SU difference score against a hypothesized mean of zero
(indicating no learning) reveal a significant effect for the incon-
sistent group, t(18) � 2.13; but not for the consistent group, t � 1.
(Note that one-tailed tests are appropriate here, as there are no

Figure 1. Mean percentage of correct responses for the various trial types over the training blocks of Stages 1–3 of
Experiment 1. Data are averaged over all trial types, separately for the consistent group and the inconsistent group.

Figure 2. Mean difference scores for the test compounds of Experiment
1. Scores are shown separately for compounds made up of predictive cues
from Stage 1 (AC/BD) and those made up of nonpredictive cues from the
same stage (RT/SU).
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circumstances under which we could expect a difference score that
is significantly below zero for any cue; hence, no meaning could
be attached to such a finding.) Thus, we have evidence for appro-
priate responding to RT/SU in the inconsistent group but not in the
consistent group (although direct comparison of the two groups on
responding to RT/SU fails to reach significance, t � 1). If the
failure to observe a difference in responding to AC/BD and RT/SU
in the inconsistent group were the result of a generally lower level
of responding than in the consistent group, then we would expect
performance on RT/SU to be nonsignificant, given that it is non-
significant in the consistent group. That this is not observed is a
sign that the difference between these two groups is more selec-
tive, in that responding to AC/BD is impaired in the inconsistent
group, compared with the consistent group, but responding to
RT/SU is, if anything, enhanced in the former group.

A second alternative is that the difference between groups
reflects associative interference arising from Stage 3 training. Up
to this point, we have assumed that the only influence of Stage 3
training on response to the Stage 2 relationships is in terms of
changes in � exerting an influence on the extent to which Stage 2
associations are expressed. It is possible, however, that Stage 3
training exerts a more direct effect in terms of retroactive inter-
ference: Associations developed during Stage 3 could interfere
with retrieval of information learned in Stage 2 at the time of test.
The predicted impact of retroactive interference on the results is
unclear, however, as two contradictory interpretations are possible.

The first interpretation argues that, during Stage 3, cues that are
predictive will develop stronger associations to their respective
outcomes than will cues that are nonpredictive. Consequently,
Stage 2 cue–outcome associations involving cues that become
predictive during Stage 3 will be subject to more retroactive
interference than will cues that become nonpredictive. In the
inconsistent group, this would produce greater interference for
cues R–U than for cues A–D, with the prediction that (compared
with the consistent group), we should see a greater impairment in
responding to RT/SU than to AC/BD. This is, of course, the
opposite of the results observed.

The second interpretation (see Lochmann & Wills, 2003) argues
instead that the crucial factor is the number of sources of interfer-
ence. On this view, Stage 2 cue–outcome associations involving
cues that become predictive in Stage 3 will be subject to less
retroactive interference than will associations involving cues that
become nonpredictive. This is because predictive cues in Stage 3

are paired with only one outcome, giving one source of interfer-
ence, whereas nonpredictive cues are paired with two different
outcomes, giving two sources of interference. Consider the design
for the inconsistent group as shown in Table 2. Memory of the
T3 O3 association from Stage 2 will receive interference from
T 3 O5 (because T is consistently paired with O5 in Stage 3),
whereas memory of the A3 O3 association will receive interfer-
ence from A 3 O5 and A 3 O6 (because A is paired with both
O5 and O6 in Stage 3). Consequently, this interpretation antici-
pates greater interference for cues A–D than for cues R–U in the
inconsistent group, with the attendant prediction that (compared
with the consistent group), there will be a greater impairment in
responding to AC/BD than to RT/SU. This is the result observed
empirically.

These interpretations differ in terms of whether the number of
sources of interference (which is greater for nonpredictive cues
than for predictive cues) or the strength of each source of inter-
ference (greater for predictive cues than for nonpredictive cues) is
considered as the dominating factor. To the extent that the number
of sources has a stronger influence than the strength of each
source, an interference account can explain the results of Experi-
ment 1. In Experiment 2, we aimed to decide between �-based and
interference-based accounts of these learned predictiveness effects
by using conditional discriminations during Stages 1 and 3 to
equate the number of sources of interference for predictive and
nonpredictive cues.

Experiment 2

Our basic aim in Experiment 2 was the same as that in Exper-
iment 1—namely to test whether changes in the predictiveness of
cues after a critical learning phase could exert a selective influence
on response to those cues and thus implicate � in modulating
performance. The design of Experiment 2 for the consistent group
is shown in Table 3. In this table, letters A, B, R, S, J, K, L, and
M denote cues, O1–O6 denote outcomes, and X1–5 represents the
color of the goo context present on a given trial. Unlike in
Experiment 1, this context could vary from trial to trial within a
given stage of the experiment. In Stage 1C, for example, AR:
X1–O1 indicates that chemicals A and R, mixed with goo color X1,
created mutant type O1, whereas AR:X2–O2 indicates that the
same chemicals mixed with goo color X2 instead created mutant
type O2. This experiment therefore required participants to learn

Table 3
Design of Experiment 2, Consistent Group

Stage 1A Stage 1B Stage 1C Stage 2 Stage 3A Stage 3B Stage 3C Test

AR:X1–O1 AR:X2–O2 AR:X1–O1 AR:X3–O3 AR:X4–O5 AR:X5–O6 AR:X4–O5 A:X3

AS:X1–O1 AS:X2–O2 AS:X1–O1 BS:X3–O4 AS:X4–O5 AS:X5–O6 AS:X4–O5 B:X3

BR:X1–O2 BR:X2–O1 BR:X1–O2 JK:X3–O3 BR:X4–O6 BR:X5–O5 BR:X4–O6 R:X3

BS:X1–O2 BS:X2–O1 BS:X1–O2 LM:X3–O4 BS:X4–O6 BS:X5–O5 BS:X4–O6 S:X3

AR:X2–O2 AR:X5–O6 J:X3

AS:X2–O2 AS:X5–O6 K:X3

BR:X2–O1 BR:X5–O5 L:X3

BS:X2–O1 BS:X5–O5 M:X3

Note. A, B, R, S, J, K, L, and M represent different chemicals; O1 to O6 refer to the type of mutant that was created (outcome) when these chemicals
were mixed with the goo; X1 to X5 represent the color of the goo context present on a trial. On test, ratings of the cues were obtained with respect to
outcomes O3 and O4. Filler trials are shown in italics.
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conditional discriminations, as the effect of the chemicals was
conditional on the presented context. The design for the inconsis-
tent group differed only in Stages 3A–3C, where R was consis-
tently paired with outcome O5 in context X4 and with O6 in
context X5, S was paired with O6 in context X4 and with O5 in
context X5, and cues A and B were paired equally with both
outcomes in both contexts.

Pilot work indicated that participants had difficulty in learning
the conditional discriminations of Stage 1C (and 3C) from scratch,
with many failing to perform significantly above chance. Clearly,
if participants do not learn the discriminations, we cannot expect to
see any influence of � (which will only change through learning).
To improve performance, we therefore introduced these discrimi-
nations in stages before combining them. Thus, in Stage 1A,
participants began with only those trial types involving context X1.
Subsequently, Stage 1B involved only those trial types using
context X2. Finally, Stage 1C combined both of the previous
learning phases to give a true conditional discrimination. A similar
approach was used in Stage 3.

Following the rationale of Experiment 1, Stages 1A–C were
designed to establish certain cues as predictive and others as
nonpredictive; during Stage 2, all cues were equally predictive of
novel outcomes; and predictiveness during Stages 3A–C, again
with respect to novel outcomes, could either be consistent with
Stages 1A–C (consistent group) or inconsistent with these stages
(inconsistent group). The question of interest was whether this
Stage 3 training would have a selective influence on participants’
ratings of the Stage 2 cue–outcome associations as measured in a
final test.

The reasoning behind this design can best be understood by
considering the combination of Stages 1C, 2, and 3C. During Stage
1C, cue A was consistently paired with O1 in context X1 and with
O2 in context X2; cue B was paired with O2 in X1 and with O1 in
X2. Thus, A and B were, in a sense, consistent predictors of the
outcomes with which they were paired, conditional on the context.
In other words, participants could feasibly predict the correct
answer on a given trial from knowledge of the context and whether
A or B was present. Thus, A and B were relevant to the solution
of the discrimination; hence, we may expect �A and �B to remain
high. In contrast, cues R and S were paired equally often with
outcomes O1 and O2 in both contexts X1 and X2. Consequently,
these cues provided no useful information as to the correct answer
on each trial: They were irrelevant to the solution of the discrim-
ination; hence, we may expect �R and �S to decline.

All Stage 2 trials were conducted in context X3 and involved
novel outcomes O3 and O4. During this phase, all cues were
equally predictive of the outcomes with which they were paired: A
and R were paired with O3, and B and S were paired with O4.
Filler trials involving novel cues (JK:X3–O3 and LM:X3–O4) were
introduced in Stage 2 purely to make the difficulty of Stage 2 more
on a par with that of previous and subsequent learning phases and
will not be discussed further here.

Stage 3C training used novel outcomes O5 and O6. For partic-
ipants in the consistent group, relevance during Stage 3C was
consistent with that during Stage 1C: Cues A and B were relevant
to the solution of the Stage 3 discrimination, whereas R and S were
irrelevant. For participants in the inconsistent group, relevance in
Stage 3C was instead inconsistent with that in Stage 1C: for this
group, cues A and B were irrelevant to the Stage 3 discrimination,

whereas cues R and S were relevant. After Stage 3C, participants
rated how likely each of the Stage 2 outcomes (O3 and O4) was to
follow individual cues A, B, R, and S, all presented in context X3,
the context previously used in Stage 2.

We first consider the predictions made by �-based theories with
respect to this final test, ignoring for the moment any potential
impact of interference. A similar argument to that applied to
Experiment 1 anticipates that, regardless of whether � influences
learning or performance, participants in the consistent group
should perceive A and B as better predictors of the Stage 2
outcomes than R and S (because the higher � of cues A and B
promotes more rapid learning of associations involving these cues,
promotes stronger expression of those associations, or both). Also
as for Experiment 1, an approach in which � influences only
learning predicts a similar advantage for A and B over R and S in
the consistent and inconsistent groups, as this account has no way
for subsequent changes in � to influence an association once that
association has been formed. In contrast, an account in which �
influences performance predicts a greater advantage for A and B
over R and S in the consistent group than in the inconsistent group.
In the inconsistent group, the reversed relevance of the cues in
Stage 3C should cause �A and �B to fall relative to �R and �S. To
the extent that � influences the expression of associations formed
in Stage 2, these changes in � during Stage 3 should lead to a
decline in ratings for A and B relative to R and S. Hence, we would
expect the change in the � values of the component cues during
Stage 3 to reduce (and possibly reverse) the advantage for A and
B over R and S.

We saw earlier that an account based on retroactive interference
is potentially able to explain the findings of Experiment 1 if it is
assumed that the number of sources of interference has a stronger
interference than the strength of each source. In Experiment 2,
however, the number of sources of interference was the same for
all cues—in both groups, all of cues A, B, R, and S were paired
with two different outcomes in Stage 3C. Thus, if the number of
sources of interference were the sole factor generating the results
of Experiment 1, then we would expect no difference between the
consistent and inconsistent groups in Experiment 2. In fact, if
anything, we would expect the influence of retroactive interference
to be greater for those cues that were relevant in Stage 3 than those
that were irrelevant. Looking at the inconsistent group, we may
expect R to be implicated in strong associations to outcomes O5
and O6 (as it is predictive of both of them, conditional on the
context), whereas A would be only weakly associated with these
outcomes (as it is not predictive of either). To the extent that
the strength of each source of interference also exerts an influence,
then, we would expect greater interference for cues R and S than
for cues A and B in the inconsistent group, with the attendant
prediction that (compared with the consistent group), there will be
a greater impairment in responding to R and S than to A and B.
This is the opposite of the prediction made by accounts implicating
� in performance as described earlier.

Method

Participants, apparatus, and materials. Forty-two Cardiff
University students participated for course credit. Participants
were split equally between the consistent and inconsistent groups.
Other details were as for Experiment 1, with the exception that this
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study used five different goo colors: blue, red, yellow, green, and
brown. These were randomly assigned to contexts X1 to X5 for
each participant.

Procedure. Instructions to participants at the outset of the
experiment were similar to those of Experiment 1, as was the form
of each training trial. The only substantive difference was that the
goo context was made more salient by labeling its picture, with the
label being written in the color of the goo; for example, the label
“Brown goo” would appear in brown below the picture of the
brown goo.

Stages 1A and 1B comprised eight blocks, Stage 1C had six
blocks, Stage 2 had eight blocks, Stages 3A and 3B had six blocks,
and Stage 3C had four blocks, with trial types in each block as
shown in Table 2. Instructions preceding each stage informed
participants of the goo colors that they would be dealing with in
that stage. All other details of the training phases were as for
Experiment 1.

Test trials were as for Experiment 1, although in Experiment 2
these trials involved individual chemicals. Each of the eight cues
that had appeared in Stage 2 was presented in random order for
rating; the context on each test trial was provided by goo color X3.
Difference scores were calculated from these ratings as described
for Experiment 1.

Data exclusion. To be sure that the number of sources of
retroactive interference had indeed been equated for all cues, we
needed to be sure that participants had learned both conditional
discriminations in Stages 3A and 3B and, more particularly, that
they could maintain both simultaneously during Stage 3C. The
alternative is that participants simply learn one of these discrimi-
nations and ignore the other, so that the number of sources of
retroactive interference is not matched (as for Experiment 1).

If participants had learned one of the Stage 3 discriminations
perfectly and performed randomly on the other, they would be

expected to achieve a mean accuracy of 75% correct during training
in Stage 3C. Consequently, the data for participants scoring 75%
correct or less in Stage 3C (3 participants in both the consistent and
inconsistent groups) were excluded from all further analyses.

Results and Discussion

Figure 3 shows mean percent correct of participants’ predictions
during each training block. Accurate performance is observed by
the end of each stage. Collapsing across blocks, independent t tests
revealed that the consistent group performed significantly better
than the inconsistent group during Stage 3A, t(34) � 3.09; and that
the advantage for the consistent group in Stage 3B approached
significance, t(34) � 1.92, p � .063; but that performance in the
two groups did not differ significantly in any other stage, (t � 1.65,
p � .11 for Stage 3C; t � 1 for all other stages). The difference in
training performance during Stages 3A and, to a lesser extent, 3B
mirrors the difference between groups observed during the early
blocks of Stage 3 in Experiment 1, and presumably stems from the
same source: Cue processing in both groups begin this stage
focused on cues A–D at the expense of cues R–U. For the consis-
tent group, this will aid learning and/or responding during Stage 3,
whereas for the inconsistent group (given the reversal in the
predictiveness of the cues), it will be a hindrance. Participants’
performance in Stage 3C is clearly far above 75% correct for both
groups; t � 28.7 for the consistent group and 18.9 for the incon-
sistent group. Hence, we can be confident that participants are able
to maintain the conditional discriminations of Stage 3A and 3B
simultaneously.

Difference scores derived from the ratings given to cues during
the test phase are shown in Figure 4. These scores have been
averaged for cues A and B (which were both predictive during
Stage 1) and for cues R and S (which were both nonpredictive

Figure 3. Mean percentage of correct responses for the various trial types over the training blocks of Stages
1a–3c of Experiment 2. Data are averaged over all trial types, separately for the consistent group and the
inconsistent group.
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during Stage 1). For the consistent group, responding to predictive
cues from Stage 1 (A/B) is considerably better than that for
nonpredictive cues (R/S). In contrast, in the inconsistent group,
difference scores for A/B and R/S are very similar. We analyzed
these data using an ANOVA with group (consistent vs. inconsis-
tent) and cue (A/B vs. R/S) as factors. This revealed that there was
no main effect of group, F � 1; but there was a main effect of cue,
F(1, 34) � 7.24, MSE � 14.9; with A/B receiving higher differ-
ence scores than R/S overall. Crucially, the interaction between
these two factors was significant, F(1, 34) � 5.69, MSE � 14.9,
indicating a difference in the pattern of performance in the two
groups. Preplanned paired t tests were used to analyze the results
of each group separately. This revealed that, in the consistent
group, cues A and B received difference scores that were signifi-
cantly higher than those of cues R and S, t(17) � 3.77; whereas in
the inconsistent group, there was no significant difference in the
mean difference scores for A–B and R–S, t � 1.

As for Experiment 1, it seems unlikely that the Group � Cue
interaction stems from participants in the inconsistent group re-
sponding at chance levels on test, with difference scores thus
falling to floor levels. First, the lack of a main effect of group
indicates that the overall performance level in the two groups was
comparable. Second, response to R–S is, if anything, better in the
inconsistent group than in the consistent group. Although a direct
comparison of the R–S score in both groups failed to reach
significance, t(34) � 1.39, p � .17; one-sample tests revealed that
the R–S score was significantly greater than chance (zero) in the
inconsistent group, t(17) � 1.96 (one-tailed; see Experiment 1’s
Results and Discussion), but not in the consistent group, t � 1.

In summary, as for Experiment 1, the results of Experiment 2
indicate that the different Stage 3 training received by the two
groups exerted a selective influence on participants’ ratings of the
strength of earlier-learned cue–outcome associations. Specifically,
Stage 3 training in the inconsistent group led to a decline in the
perceived causal strength of cues experienced as being irrelevant,
relative to cues experienced as being relevant. Most important is
that this finding is, if anything, in the opposite direction to that
expected by an account based on differences in retroactive inter-

ference suffered by the different cues. Our results therefore seem
to demand that � is able to influence performance as suggested in
Equation 4.

A possible concern, however, is that Experiments 1 and 2 both
rely on a between-groups comparison to establish this influence of
� on performance. In both experiments, difference scores for the
inconsistent group are, in general, numerically (but not signifi-
cantly) lower than those for the consistent group, raising the
possibility that a floor effect in the inconsistent group may con-
tribute to the Group � Cue interaction in each case. Although we
have demonstrated (by comparing difference scores for R–S in the
two groups) that such an influence is unlikely, Experiment 3 was
designed to rule out this possibility using a wholly within-subjects
design.

Experiments 1 and 2 both looked at the ability of retrospective
changes in � to modulate the magnitude of an existing learned
predictiveness bias. In Experiment 1, for example, learning about
differential predictiveness during Stage 1 would create a bias
toward previously predictive cues in Stage 2 (as demonstrated by
Le Pelley & McLaren, 2003), and it was the ability of subsequent
changes in predictiveness during Stage 3 to modulate this bias that
was of central interest. In contrast, Experiment 3 examined
whether retrospective changes in predictiveness could create a
bias; that is, whether such changes could result in unequal perfor-
mance to cues that were otherwise equivalent.

Experiment 3

Table 4 shows the design of Experiment 3, which is essentially
generated by removing Stages 1A–1C from the consistent group of
Experiment 2. During Stage 1 of Experiment 3, all cues were
equally predictive of their respective outcomes (O1 and O2).
Subsequently in Stage 2, cues A and B were trained as predictive
cues with respect to outcomes O3 and O4, whereas R and S were
nonpredictive. Stage 2 training once again used conditional dis-
criminations depending on the context (X2 or X3) to equate the
number of sources of retroactive interference for all cues. After
Stage 2, participants rated how likely each of the Stage 1 outcomes
(O1 and O2) was to follow individual cues A, B, R, and S, all
presented in context X1, the context previously used in Stage 1.

Table 4
Design of Experiment 3

Stage 1 Stage 2A Stage 2B Stage 2C Test

AR:X1–O1 AR:X2–O3 AR:X3–O4 AR:X2–O3 A:X1

BS:X1–O2 AS:X2–O3 AS:X3–O4 AS:X2–O3 B:X1

JK:X1–O1 BR:X2–O4 BR:X3–O3 BR:X2–O4 R:X1

LM:X1–O2 BS:X2–O4 BS:X3–O3 BS:X2–O4 S:X1

AR:X3–O4 J:X1

AS:X3–O4 K:X1

BR:X3–O3 L:X1

BS:X3–O3 M:X1

Note. A, B, R, S, J, K, L, and M represent different chemicals; O1 to O4
refer to the type of mutant that was created (outcome) when these chem-
icals were mixed with the goo; X1 to X3 represent the color of the goo
context present on a trial. On test, ratings of the cues were obtained with
respect to outcomes O1 and O2. Filler trials are shown in italics.

Figure 4. Mean difference scores for the test cues of Experiment 2.
Scores are shown for predictive cues from Stage 1 (A/B) and nonpredictive
cues from Stage 1 (R/S), separately for the consistent group and the
inconsistent group.
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Given that all cues were equally predictive during Stage 1, we
can be sure that learning about each, with respect to the relevant
Stage 1 outcome, will be equal. If � influences performance, then
any subsequent change in � during Stage 2 will create a bias in
participants’ perceptions of the different cues. Specifically, we
would expect participants to rate cues A and B (experienced as
predictive during Stage 2) as more predictive of their respective
Stage 1 outcomes than cues R and S (experienced as nonpredictive
during Stage 2).

Method

Participants, apparatus and materials. Nineteen Cardiff Uni-
versity students participated in exchange for £5. Other details were
as for Experiment 1. The three goo colors used were blue, red, and
yellow; these were randomly assigned to contexts X1–X3 for each
participant.

Procedure. Stage 1 comprised 10 blocks of training, Stages
2A and 2B had eight blocks, and Stage 2C had six blocks, with
trial types in each block as shown in Table 4. All other details of
the training phases were as for Experiment 2. Test trials were as for
Experiment 2, with the exception that the two mutants for which
ratings were provided represented O1 and O2, and the context on
each trial was given by goo color X1. Difference scores were
calculated from these ratings as described for Experiment 1.

Data exclusion. As for Experiment 2, data were excluded for
participants who failed to average above 75% correct over the
training trials of Stage 2C, resulting in removal of 3 participants.

Results and Discussion

Training data revealed that participants’ responses rapidly
adapted to the prevailing cue–outcome contingencies in each stage
of Experiment 3. Collapsing across blocks, and across all trial
types in each stage (as all trial types within each stage were
equivalent), mean percent correct was 82.3% in Stage 1, 81.6% in
Stage 2A, 92.6% in Stage 2B, and 96.1% in Stage 2C. Crucially,
accuracy during Stage 2c was far above 75% correct, t(15) �
19.1; hence, we can be confident that participants were able to
maintain the conditional discriminations of Stages 2A and 2B
simultaneously.

The mean difference score for cues A and B was 4.38, while that
for R and S was 1.88. This difference was significant, t(15) � 2.31,
indicating that experience of the differential predictiveness of cues
during Stage 2 did indeed influence participants’ perceptions of the
causal strength of these cues with respect to the Stage 1 outcomes.
Once again this finding is consistent with the suggestion that �
influences performance, and as for Experiment 2, these results
cannot be accounted for in terms of retroactive interference (which
would predict, if anything, a higher score for R/S than for A/B).

The demonstration, in Experiments 1–3, that � exerts an influ-
ence on the responding to cues, rather than (or perhaps in addition
to) the learning about those cues, raises the possibility that many,
if not all, previously described learned predictiveness effects in
both humans and animals also reflect the operation of � at the
response level, rather than at the learning level as has often been
assumed.

Consider the learned predictiveness effect observed by Le Pel-
ley and McLaren (2003), wherein previously predictive cues sup-

port stronger responding on test than do previously nonpredictive
cues (this is analogous to the significant advantage for predictive
cues over nonpredictive cues observed in the consistent group of
Experiments 1 and 2). The results of Experiments 1 and 2 show
that � has an influence on performance in these studies. The
question, therefore, becomes one of whether this effect is best
explained wholly in terms of the influence of � on performance;
that is, by a model in which � has no effect on learning, so that
predictive and nonpredictive cues form equally strong associations
during Stage 2 (but in which associations for predictive cues are
expressed more strongly than those for nonpredictive cues). The
alternative is that � influences both learning and performance so
that predictive cues form stronger associations in Stage 2, and the
expression of these cues is also magnified relative to nonpredictive
cues. The fact that the level of response to AC/BD and RT/SU in
Experiment 1, and to A/B and R/S in Experiment 2, did not reverse
significantly in the inconsistent group may be seen as indicating
that there is a persistent advantage for AC/BD (or A/B) in terms of
higher associative strengths developed as a result of the higher �
values of these cues during Stage 2. The influence of � on
responding may then be insufficient to completely reverse this
advantage.

That said, it is also possible to reconcile this finding with an
approach incorporating � at the response level only, with all cues
developing equally strong associations during Stage 2, by making
additional assumptions about the way in which � changes. Such an
account could explain the lack of a significant reversal in the
inconsistent group by suggesting that changes in � during Stage 3
are slow, and hence, � values do not change sufficiently to produce
a reversal in responding. As it stands then, on the basis of Exper-
iments 1–3, a model incorporating � at the response level only
appears able to incorporate all of our present data and those of all
other studies of learned predictiveness effects that have been taken
as support of the general approach offered by the Mackintosh
(1975) model in both human and animal learning.

Experiment 4

Experiment 4 attempted to determine whether there is also a role
for learned predictiveness in modulating learning. The design of
Experiment 4 is shown in Table 5. Stages 1 and 2A are identical
to Stages 1 and 2 of Experiment 1. Thus, during Stage 1, we again

Table 5
Design of Experiment 4

Stage 1 Stage 2A Stage 2B Test

AR–O1 AT–O3 Aa–O3 Aa
AS–O1 BU–O4 Bb–O4 Bb
BR–O2 CR–O3 Cc–O3 Cc
BS–O2 DS–O4 Dd–O4 Dd
CT–O2 Rr–O3 Rr
CU–O2 Ss–O4 Ss
DT–O1 Tt–O3 Tt
DU–O1 Uu–O4 Uu

Note. Uppercase letters represent trained cues used as pretrained blocking
cues in Stage 2B; lowercase letters represent novel blocked cues in Stage
2B. On test, ratings of the cues were obtained with respect to outcomes O3
and O4.
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expected the predictive cues (A–D) to maintain high � while the �
of the nonpredictive cues (R–U) decreases. On each Stage 2A trial,
a compound of a previously predictive cue and a previously
nonpredictive cue is paired with a novel outcome, O3 or O4. If, as
proposed by the Mackintosh model, learned predictiveness mod-
ulates the learning of cue–outcome associations (as opposed to
merely influencing responding to cues), then during Stage 2A cues
A–D would be expected to form stronger associations to their
respective outcomes than would cues R–U. We tested this idea by
including an additional stage of training, Stage 2B, during which
we looked at the ability of cues A–D and R–U to block learning
about novel cues.

Blocking is a well-established phenomenon of both animal and
human learning (e.g., Dickinson et al., 1984; Kamin, 1969) and
refers to the finding that responding to an element of a reinforced
stimulus compound is reduced if another element of that com-
pound has previously been established as a predictor of reinforce-
ment. Thus, if pairings of K (the blocking cue) with an outcome
are followed by pairings of a KL compound with that same
outcome, less responding to L (the target cue) is subsequently
observed than to a control cue N, trained in an MN compound in
which both elements are novel.

Clearly, the occurrence of blocking depends on there being a
preexisting association between the blocking cue and the outcome
at the outset of compound training, this being the difference
between blocking and control conditions, as outlined earlier. As an
extension of this idea, Dickinson et al. (1984) demonstrated in a
study of human learning that the amount of blocking obtained to a
target cue was directly related to the predictiveness of the blocking
cue: The stronger the preexisting association between the blocking
cue and the outcome at the outset of compound training, the less
was learned about the target cue. This finding forms the basis of
the crucial empirical manipulation in Experiment 3. On each trial
of Stage 2B, one of the stimuli trained in Stage 2A was com-
pounded with a novel cue (labeled in lowercase in Table 5), and
this compound was paired with the same outcome as that with
which the familiar cue was paired in Stage 2A. For example, the
trained cues A and T were combined with novel cues a and t, to
form two new compounds, Aa and Tt, and each of these com-
pounds was paired with outcome O3 (as each of the trained
elements, A and T, had been paired with O3 during Stage 2A).

If differences in � of cues A–D and R–U resulting from Stage
1 training lead to cues A–D developing stronger associations to
their respective outcomes in Stage 2A than do cues R–U, we
would expect cues A–D to be better able to block learning about
the novel cues with which they are paired in Stage 2B. That is,
novel cues a– d would be subject to stronger blocking than
would novel cues r– u: This would be evidenced by lower
difference scores for cues a– d than for cues r– u.

Experiments 1–3 allow for the alternative possibility that �
solely modulates responding, as in Equation 4, and plays no part in
the algorithm governing learning itself. If this is indeed the case,
then the associations developed by cues A–D during Stage 2A will
be of identical strength to those developed by cues R–U; hence,
novel cues a–d and r–u will be subject to identical amounts of
blocking. On this basis, we should see no difference in response to
these novel cues on test. In more general terms, if � has no effect
on learning, then there is no way for the difference in � values of
cues A–D and R–U to differentially influence the acquisition of

associative strength by target cues a–d and r–u. We return to this
issue in the General Discussion.

Method

Participants, apparatus, and materials. Twenty-four Cardiff
University students participated in exchange for £6. The 16 chem-
ical names were Alzaze, Bizancrine, Daktyre, Frestix, Gratix,
Jintsone, Kluphane, Lobinz, Ontone, Pukintz, Quezalin, Ren-
phane, Sistax, Trizopane, Ventox and Xentine. The mutant names
were Draguts, Goygle, Jominoid and Necromon. Other details
were as for Experiment 1.

Procedure. Stages 1 and 2A were as for Experiment 1, al-
though Stage 2A was lengthened to 10 blocks. Stage 2B followed
without interruption from Stage 2A, so it appeared to participants
to be one continuous set of trials. Stage 2B comprised four blocks.
During the subsequent test phase (which followed the procedural
details of Experiment 2), participants were required to rate each of
the 16 chemicals individually. Difference scores were calculated
from these ratings as for Experiment 1.

Results and Discussion

Figure 5 shows mean percent correct of participants’ predictions
during each training block. Accurate performance is observed by
the end of each stage. Collapsing across blocks, a paired t test
revealed that accuracy during Stage 3 did not differ between
compounds containing previously predictive blocking cues (Aa,
Bb, Cc, and Dd) and those containing previously nonpredictive
blocking cues (Rr, Ss, Tt, and Uu), t � 1.

The results of the test phase are shown in Figure 6. This figure
shows mean difference scores collapsed across equivalent cues
from the three training phases. Hence, results were averaged across
cues A, B, C, and D as previously predictive blocking cues
(labeled A–D in Figure 6); R, S, T, and U as previously nonpre-
dictive blocking cues (labeled R–U); a, b, c, and d as target cues
paired with previously predictive cues (labeled a–d); and r, s, t,
and u as target cues paired with previously nonpredictive cues
(labeled r–u).

Preplanned paired t tests were used to analyze this data. For the
blocking cues, the difference between predictive (A–D) and non-
predictive (R–U) cues failed to reach significance, t � 1. Al-
though, on the basis of Experiments 1 and 2 (and Le Pelley &
McLaren, 2003), we might have expected cues A–D to support
stronger responding than cues R–U at the end of Stage 2A, the
additional training received by these cues during Stage 2B would
likely weaken this difference. By virtue of their previous training,
both A–D and R–U would be better predictors of the outcomes
occurring on Stage 2B trials than would the novel cues with which
they were paired. Hence, we may expect the � values of both
classes of blocking cue to rise over the course of Stage 2B.
Consequently, response to both A–D and R–U on test will be
relatively strong, and this, coupled with possible ceiling effects
generated by our finite rating scales, may well mask any difference
between them.

The crucial comparison in this study relates to responding to the
target cues. Target cues paired with predictive cues (i.e., cues a–d)
received mean difference scores that were significantly lower than
those paired with nonpredictive cues (i.e., cues r–u), t(23) � 3.77.
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This finding contradicts a model in which � exerts its effects only
at the level of performance by modulating the strength of the
response made to a cue, as it demonstrates that the � of one cue
(the blocking cue) can influence the acquisition of associative strength

by another (the target cue); hence, � must exert some effect at the
level of learning.

General Discussion

Four experiments investigated the locus of learned predictive-
ness effects in human learning. Experiment 1 demonstrated that
changes in the learned predictiveness of a stimulus after acquisi-
tion of a critical association can influence the extent to which that
association is expressed on test. This experiment indicates that �
exerts an effect at the level of performance, modulating the
strength of the response to a cue. Thus, Experiment 1 indicates that
the behavioral response to cue P, RP, is given by:

RP � k �P VP (5)

Experiment 2 replicated the basic finding of Experiment 1 under
circumstances in which any impact of retroactive interference from
Stage 3 on memory of the Stage 2 cue–outcome associations
would, if anything, tend to produce the opposite pattern of results,
thus supporting an analysis of the effect of Stage 3 training in
terms of changes in �. We note also that the observation of a
significant advantage for A/B over R/S in Experiment 2’s consis-
tent group runs contrary to accounts of more standard learned
predictiveness effects in terms of proactive interference. Loch-
mann and Wills (2003) have argued that the learned predictiveness
effect observed by Le Pelley and McLaren (2003) could reflect
differences in the proactive interference suffered by cues: Memory
of Stage 2 information involving previously predictive cues is
subject to only one source of proactive interference (as these cues
were paired with only a single outcome in Stage 1), whereas
memory of Stage 2 information involving previously nonpredic-

Figure 5. Mean percentage of correct responses for the various trial types over the training blocks of Stages
1–2b of Experiment 2. Data are averaged over all trial types in Stages 1 and 2a. For Stage 2b, data are shown
separately for compounds containing previously predictive blocking cues (Aa, Bb, Cc, and Dd) and those
containing previously nonpredictive blocking cues (Rr, Ss, Tt, and Uu).

Figure 6. Mean difference scores for the individual cues during the test
stage of Experiment 4. Data are averaged over the four equivalent trial
types in the experiment: previously predictive blocking cues (Cues A–D);
previously nonpredictive blocking cues (Cues R–U); target cues paired
with previously predictive cues (Cues a–d); and target cues paired with
previously nonpredictive cues (Cues r–u).
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tive cues is subject to two sources of proactive interference (as
these cues were paired with two different outcomes in Stage 1).
The demonstration of an analogous effect in the consistent group
of Experiment 2, in which proactive interference would, if any-
thing, be greater for predictive cues than for nonpredictive cues,
lies beyond such an account. Our present findings therefore
strengthen the case for a role of changes in cue processing, as
suggested by �-based theories, in these learning preparations.

Experiments 1 and 2 both examined the ability of retrospective
changes in � to modulate the magnitude of an existing learned
predictiveness bias. In contrast, Experiment 3 demonstrated that
retrospective changes in � can also create a bias, producing un-
equal performance to cues that were otherwise equivalent. More-
over, Experiment 3 used a wholly within-subject design and,
hence, ruled out explanations of the findings of Experiments 1 and
2 in terms of between-groups motivational differences.

Although the results of Experiments 2 and 3 are consistent with
the spirit of � changes as suggested by the Mackintosh (1975)
model, they also highlight a limitation of this model. As an
explicitly elemental model, which treats cues as separable ele-
ments in the learning process, this model is unable to account for
participants’ learning of the conditional discriminations used in
Stages 1C and 3C of Experiment 2, and Stage 2C of Experiment 3.
This is because none of the elements (cues or contexts) are indi-
vidually predictive of the outcome on each trial of this training—
each cue, and each context, is paired equally often with both types
of outcome. Instead, only certain configurations of cues and con-
text are predictive; for example, in Stage 1C, the configuration of
cue A and context X1 is predictive of outcome O1. The fact that
such training leads to a change in processing of the separable cue
elements involved may be taken as indicating that � acts at the
level of cue configurations and that the � value developed by a
particular configuration will generalize to influence learning about
similar configurations (an idea suggested by George & Pearce,
1999). For example, a high associability developed by the config-
uration of A and context X1 might generalize to influence process-
ing of the configuration of A and context X2. Other interpretations
are also possible, however. One is that the context acts as an
“occasion setter” (see Holland, 1992), a stimulus that does not
elicit a response itself but instead sets the occasion for the response
to occur, by telling the participant which of multiple possible
responses should be made to a cue. On this account, it is the
separable cue element that “owns” the � value, but learning about
the cue’s predictiveness is determined in relation to the occasion
setter. Another possibility is that it is not correlation with a specific
reward that is crucial in determining �, but rather the relevance of
a stimulus to a discrimination (George & Pearce, 1999). Thus,
although cue A considered alone is not correlated with either
outcome during Stage 1C, it is relevant to the solution of the
discrimination in that stage. The present experiments do not allow
us to decide between these alternative views of stimulus represen-
tation with respect to �.

Experiment 4 investigated the idea that response modulation
may be the only way in which learned predictiveness exerts its
effects. We found that cues differing in learned predictiveness and
trained in compound subsequently differed in their ability to block
learning about novel cues. This finding demonstrates that � cannot
solely be involved in response modulation. If this were the case,
then there would be no way for the difference in predictiveness of

these cues to influence the acquisition of responding (which must
be based, at some level, on learning) by the novel target cues.

We believe that our data leave open two classes of interpretation
for the locus of learned predictiveness effects. The first proposes
that � contributes directly and independently to the rate of learning
about a cue and to the level of responding to that cue. Thus, the
results of Experiment 1 could be captured by a model in which
learning is determined by the standard Mackintosh (1975) model

�VP � � �P (� – VP) (6)

in combination with the modified response rule of Equation 5. It is
easy to see how Equation 5 allows the resulting model to account
for the finding that changes in � after learning of a critical
association can modulate the expression of that association, as
demonstrated in Experiment 1; how this model accounts for the
results of Experiment 4 deserves more explanation. The differ-
ences in � developed by cues A–D and cues R–U during Stage 1
ensure that, according to Equation 6, the former develop stronger
associations to their respective outcomes in Stage 2A. On the
initial trials of Stage 2B, the difference in predictiveness between
cues A–D and the novel target cues paired with them (a–d) are
relatively large, causing the � of these novel target cues to fall
rapidly and preventing them from developing (Equation 6) and
expressing (Equation 5) strong associations to the outcome. The
difference in predictiveness between cues R–U and the novel
target cues paired with them (r–u) will be considerably smaller, as
cues R–U formed only weak associations during Stage 2A. There-
fore, the � values of the novel cues r–u will fall more slowly,
allowing them to develop and express significant associations with
the outcome.

Although this view of � having direct and independent effects
on learning and performance is appealing, we must acknowledge
an alternative view that is also consistent with our data. On this
latter account, explained later, � does not have such a direct
influence in modulating learning.

In Mackintosh’s (1975) model, as shown in Equation 6, the error
term (� – VP) represents the extent to which the outcome occurring
on a given trial is predicted by stimulus P alone. If two cues, P and
Q, are presented on the same learning episode, the error term for
P will be (� – VP) and that for Q will be (� – VQ): This model has
a separate error term for each presented stimulus. As such, the
learning undergone by each cue will be independent of the current
associative strength of the other. In contrast, Rescorla and Wagner
(1972) suggested that the error governing learning for a given cue
should be based on the combined associative strength of all cues
present on that trial. Hence, their model took the general form:

�VP � � (� – 	V), (7)

where 	V is the summed associative strength of all currently
presented cues. Although such a model in combination with the
modified response rule of Equation 5 would be able to account for
the results of Experiment 1, it is unable to explain the results of
Experiment 4. At the outset of Stage 2A, cues A–D and R–U will
differ in their � levels. However, given that � does not appear in
Equation 7, there is no way for this difference to be reflected in
learning about the cues; hence, both will form equal associations to
their respective outcomes during Stage 2A. Consider the Aa and Tt
trials of Stage 2B. If cues A and T begin Stage 2B with equal
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associative strengths, and there is no way for differences in their �
values to influence learning of new associations to the novel cues
a and t, then the associative strengths of these target cues will
remain equal. Furthermore, the calculation determining the �
values of these target cues (Equation 2) makes reference only to
associative strengths. Given that VA � VT and Va � Vt, this means
that the � values for a and t will also remain equal to one another.
Essentially, because � is a parameter based on the learned predic-
tiveness of cues, if there is no difference in the learning about the
blocking cues, they cannot give rise to differences in the � values
of novel target cues with which they are paired. Consequently, the
associative strengths and � values of a and t will remain identical
throughout Stage 2B; hence, this model is constrained to incor-
rectly predict no difference between these cues on test.

However, a slight modification allows this model to fare better. The
error term in Equation 7 represents the discrepancy between the
current state of the outcome and the summed associative strength of
all presented cues. If this is changed so that the error term instead
represents the discrepancy between the current state of the outcome
and the summed response strength of all presented cues, with re-
sponse strength modulated by � as in Equation 5, then this model
becomes able to account for the results of Experiment 4. Thus:

�V
P

� � (� – 	R) (8)

where 	R is the summed response strength of all presented cues,
with the response strength for each cue P given by RP � k �P VP.

Given that a common error term applies to all cues presented on
a given trial, these cues will always undergo the same change in
associative strength on that trial. For example, applying Equation
8 to each AT trial during Stage 2A gives the following:
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Consequently, cues A–D and R–U enter Stage 2B with equal asso-
ciative strengths. However, using response strengths rather than as-
sociation strengths in the error term means that any differences in the
� values of cues A–D and R–U can now influence learning about their
accompanying target cues. In effect, this account suggests that the
ability of one cue to block learning about another depends on the � of
the blocking cue. Consider the initial Aa and Tt trials of Stage 2B.
Applying Equation 8 gives the following:
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Because a and t are novel on these initial trials, Va � Vt � 0.
Hence:
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In addition, from earlier we have VA � VT on these initial trials.
Therefore, as long as the higher � value of cues A–D (compared
with that of cues R–U) is assumed to persist from Stage 1 so that

�A � �T during Stage 2B, the model predicts that �Va � �Vt.
Hence, it correctly predicts weaker response to cues a–d than to
cues r–u on test. More generally, allowing learning to depend on
response strength, and response strength to depend on �, in turn
allows � to influence learning about cues. Specifically, the higher
response strength of A–D cues after Stage 2A ensures that there is
little room for cues a–d to develop additional response strength on
Stage 2B trials, compared with cues r–u.

Whether, in such a model, learned predictiveness can be truly
said to influence learning in addition to performance is a moot
point. An � term does certainly feature in the learning equation of
such a model (Equation 8)—the results of Experiment 4 show that
this must be the case for any successful model. However, as noted
earlier, the use of a common error term governing learning ensures
that two cues presented on the same trial will always undergo the
same change in associative strength, even if those cues have very
different � values; for example, A and T developed equally strong
associations during Stage 2A, even though �A � �T. This use of
a combined error term means that the learning undergone by a
specific, individual stimulus need not be directly related to the � of
that particular stimulus. This can be contrasted with a model based
on Equation 6, in which the � of each individual stimulus has an
independent and direct influence on learning about that cue. The
closely entangled relationship between learning about a stimulus
and making a response to that stimulus makes it difficult, however,
to see a way in which these two potential accounts could be
teased apart. Given the widespread assumption among atten-
tional theories of learning that � has a selective and direct
influence on learning (e.g., Kruschke, 1996, 2001; Mackintosh,
1975; Sutherland & Mackintosh, 1971), it is perhaps remark-
able that providing experimental evidence to support this idea
unequivocally is not at all straightforward.

Regardless of which view is correct, however, the present data
provide the first conclusive evidence that � must influence the
expression of the response to a cue and also must play some role
in the learning equation, however indirect. Moreover, although
they conflict with its detail, our results provide support for the
spirit of the Mackintosh (1975) model, whereby reliable predictors
maintain higher � values than do poorer predictors. The relation-
ship between learning and performance is clearly a complex one,
but the present results bring us closer to a more complete under-
standing of how learned predictiveness may influence these pro-
cesses in humans and, potentially, animals as well.
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