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Attention provides the gateway to cognition, by selecting certain stimuli for further analysis. Recent research demonstrates that whether a stimulus captures attention is not determined solely by its physical properties, but is malleable, being influenced by our previous experience of rewards obtained by attending to that stimulus. Here we show that this influence of reward learning on attention extends to *task-irrelevant* stimuli. In a visual search task, certain stimuli signaled the magnitude of available reward, but reward delivery was not contingent on responding to those stimuli. Indeed, any attentional capture by these critical distractor stimuli led to a reduction in the reward obtained. Nevertheless, distractors signaling large reward generated greater attentional and oculomotor capture than those signaling small reward. This counterproductive capture by task-irrelevant stimuli is important because it demonstrates how external reward structures can produce patterns of behavior that conflict with task demands, and similar processes may underlie problematic behavior directed toward real-world rewards.
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Attention describes the cognitive mechanisms used to allocate mental resources to the processing of certain aspects of sensory input. For example, when driving we might use controlled, goal-directed attention to prioritize processing of events on the road ahead, and to ignore conversation from the backseat. But a sudden bang from the car’s rear will capture our attention in an automatic, stimulus-driven fashion (Yantis, 2000). Beyond these goal-directed and stimulus-driven processes, research (as described below) has demonstrated that the extent to which stimuli capture attention is also influenced by learning about the significance of those stimuli (for recent reviews, see Awh, Belopolsky, & Theeuwes, 2012; Chelazzi, Perlato, Santandrea, & Libera, 2013). This possibility of an interaction between attention and learning—known as the concept of derived attention (Kane & Engle, 2001)—is an important idea. William James (1890/1983) introduced the concept of derived attention; a form of attention to a stimulus that “owes its interest to association with some other immediately interesting thing” (p. 393). While the idea of derived attention has been around for some time, convincing empirical support for the concept has arisen only relatively recently, and has emerged in parallel from two sources.

---

**Predictiveness-Driven Attentional Capture**

Researchers working in the associative learning and animal conditioning tradition have tended to focus on how attention is influenced by learning about the *predictiveness* of stimuli (also referred to as validity or informativeness). A predictive stimulus is one that provides information regarding other events that will occur, or actions that should be taken. For example, a green traffic light provides the information that pulling out into an intersection is safe, and a red light provides the information that it is unsafe; hence these are predictive stimuli. The color of the car in the neighboring lane does not provide any information regarding whether pulling out is safe, and so is a nonpredictive stimulus. A large body of work in both humans and nonhuman animals has examined the influence of previous experience of the predictiveness of a stimulus on the rate of subsequent learning about that stimulus (for reviews, see Le Pelley, 2004, 2010; Pearce & Mackintosh, 2010). In humans at least, the typical finding is that predictive stimuli are learned about more rapidly in future than are nonpredictive stimuli. This finding is consistent with the suggestion that attention is allocated to stimuli as a function of learning about their predictiveness, on the assumption that the rate of learning about a stimulus provides a measure of attention to that stimulus. Recent studies go further, by demonstrating that the learned predictiveness of a stimulus influences the extent to which that stimulus automatically captures our attention (Le Pelley, Vadillo, & Luque, 2013; Livesey, Harris, & Harris, 2009). For example, Le Pelley et al. (2013) gave participants an initial training phase in which certain stimuli (say, colored squares) predicted which of two buttons would be the correct response on each trial, whereas other stimuli (say, sets of oblique lines) provided no information regarding the correct response and hence were nonpredictive. After many trials of training on this task, participants moved on to a test phase that involved a variant of the *dot probe* procedure (MacLeod, Mathews, & Tata, 1986). On each trial of this test phase, a target (a small white triangle) appeared either in a location cued by a stimulus that had been predictive in the training...
phase (a colored square), or in a location cued by a stimulus that had been nonpredictive (a set of oblique lines). Participants were required to press the spacebar as quickly as possible when the target appeared. Importantly, across these test trials, the location in which the target appeared was independent of the type of cueing stimulus (predictive or nonpredictive). Hence, participants gained no advantage by orienting their attention to the location of either type of cueing stimulus in advance of the target appearing. Indeed, participants were explicitly informed that in order to respond to the target as quickly as possible, their best strategy was to ignore the initially presented stimuli. Despite this instruction, responses were significantly faster when the target appeared in the location of the predictive stimulus than the location of the nonpredictive stimulus.

The implication is that the predictive stimulus captured participants’ spatial attention and hence responses to events occurring in that location was initiated earlier (cf. Posner, 1980). This attentional capture occurred even though (a) it was not required by the task, (b) it was not adaptive with regard to that task (since target location was independent of the type of cueing stimulus), and (c) there was little time for participants to consciously process and respond to the cueing stimuli on each test trial. Le Pelley et al. (2013) demonstrated that providing more time for participants to consciously process the stimuli—by increasing the SOA on test trials to 1,000 ms—significantly weakened the influence of predictiveness on dot probe responding. This suggests that the pattern observed at short SOA was not a result of conscious, controlled processing but instead reflected a rapid and automatic effect of predictiveness on attentional capture. A long SOA then provides time for participants to use controlled processes to correct for the automatic attentional capture caused by presentation of the stimuli, returning attention to the center of the display (cf. Klauer, Roßnagel, & Musch, 1997).

Value-Driven Attentional Capture

As noted above, predictiveness refers to the extent to which a stimulus provides information regarding subsequent events. In a parallel stream, researchers working within the perception and cognition traditions have demonstrated that attentional capture by a stimulus is also influenced by the value of those subsequent events (Anderson, Laurent, & Yantis, 2011a, 2011b; Anderson & Yantis, 2012; Libera & Chelazzi, 2009; Kiss, Driver, & Eimer, 2009; Rutherford, O’Brien, & Raymond, 2010; Theeuwes & Belpolopsky, 2012). Specifically, if attending to a stimulus is consistently paired with a high-value reward, then that stimulus becomes more likely to capture attention than an equally salient stimulus paired with low-value reward.

The clearest demonstration of this value-driven attentional capture comes from studies of visual search (Anderson et al., 2011a, 2011b). On each trial of an initial training phase, a target (either a red or green circle) was presented together with distractors (similar circles rendered in other colors). Participants were required to respond according to the orientation of a line segment contained in the target circle. During this training phase, a particular participant might receive a large reward for making a rapid response when the target was, say, a red circle, and a small reward for making a rapid response when the target was a green circle. Hence for this participant, red was the “high-value color,” and green was the “low-value color.” After extensive training on this task—typically over 1,000 trials—participants moved on to a test phase, in which the target on each trial was now defined by shape (say, a diamond among circles; the diamond was never red or green). Critically, during the test phase, people were slower to respond to this diamond target if one of the nontarget circles was rendered in the high-value color than if it was rendered in the low-value color; that is, a nontarget in the high-value color was more distracting. This attentional capture by a stimulus previously paired with large reward occurred even though attending to color conflicted with current task demands in the test phase (respond to the diamond), suggesting that capture was automatic and involuntary.

Derived Attention, Addiction, and Psychology

The interaction between attention and learning that is implicated in predictiveness-driven and value-driven capture is notable because it demonstrates that processing of sensory input is not a fixed function of physical salience, but is instead malleable and based on our previous experiences. This may bring adaptive advantages by improving and speeding detection of informative and/or reward-related stimuli. But it may also create problems. For example, many drugs of abuse produce potent neural reward signals (Dayan, 2009; Hyman, 2005; Robinson & Berridge, 2001). Involuntary attentional capture by stimuli associated with these drug rewards (such as drug paraphernalia, or people and locations associated with drug supply) is known to predict relapse in recovering addicts (Cox, Hogan, Kristian, & Race, 2002; Marissen et al., 2006; Waters et al., 2003). Interestingly, Anderson, Faulkner, Rilee, Yantis, and Marvel (2013) have recently used the procedure described above to demonstrate that value-driven attentional capture is magnified in drug addicts, consistent with the idea of a link between addiction and attention to reward-related stimuli. It has also been argued that the psychotic symptoms of schizophrenia reflect a dysfunction of the relationship between reward learning and attention (Frank, 2008; Kapur, 2003; Morris, Griffiths, Le Pelley, & Weickert, 2013). On this account, abnormal reward learning results in patients attending to stimuli that would normally be ignored, and ignoring those to which they should attend. This in turn produces unusual sensory experiences (hallucinations) and cognitive efforts to make sense of those unusual experiences (delusions). A better understanding of the mechanisms underlying derived attention in humans has the potential to shed light on aspects of mental disorder, including addiction and psychosis, that implicate a dysfunction of these mechanisms.

Is Task-Relevance Essential for Learned Attentional Capture?

All previous studies that have demonstrated learned attentional capture in humans (be that predictiveness- or value-driven) have one feature in common. In all cases, during the training phase that was used to establish differences in the predictiveness or value of the stimuli, these stimuli were task-relevant for participants; that is, they were the stimuli that participants were required to identify in order to perform the task. For example, in Le Pelley et al.’s (2013) study of predictiveness-driven capture, the predictive stimuli (colored squares in the example given above) were predictive precisely because they defined the correct response on each training trial. Hence during the training phase, participants needed to identify these stimuli in order to
make the correct response. In the initial training phase of Anderson et al.’s (2011a, 2011b) studies of value-driven capture, the stimuli that predicted reward magnitude (red and green circles) defined the targets to which participants were required to direct their responses. In each case, this raises the possibility that attentional capture by similar stimuli in the subsequent test phase was simply a carryover of an overlearned attentional orienting response to these stimuli, previously established in the training phase. For example, the training phase of Anderson et al.’s task essentially constitutes extensive training that oriented rapidly to (say) a red circle leads to a large reward. Reinforcement learning might therefore promote the extent to which red stimuli automatically elicit such a rapid orienting response in the future. If this automatic attentional orienting response persisted into the test phase, this would explain why red stimuli were more distracting during this test phase.\(^1\)

In the real world, however, stimuli that signal rewards are not always the goals that produce those rewards. For example, an addict may sometimes take drugs in a particular room. This room signals the drug’s rewarding effect, but has no instrumental relationship with achieving that reward: entering the room does not itself elicit a drug reward, and the drug would have a similar rewarding effect if ingested elsewhere. In this sense, the room is task-irrelevant with respect to the goal of achieving drug reward. This raises the question of whether such task-irrelevant stimuli can nevertheless support attentional capture. To investigate this possibility, the studies of value-driven capture reported here used training in which the critical stimuli were never task-relevant for participants. On every trial, participants searched for a diamond-shaped target among circles. One of these nontarget circles (the distractor) could be colored, and the distractor’s color predicted the reward available on that trial. But crucially, reward was obtained by responding to the diamond, not to the distractor circle. Hence the stimuli predicting reward were not those to which participants were required to direct their responses or attention. In fact, we ensured that attending to reward-predictive distractors would, if anything, hinder participants’ performance and hence the payoff they achieved. If value-driven attentional capture by distractors were nevertheless observed, it would imply the existence of an automatic instrumental process that prioritizes reward-related stimuli even when capture by those stimuli is, and always has been, directly contrary to participants’ goals.

A finding of value-driven capture by task-irrelevant stimuli would shed important light on the nature of the information that underlies learned attentional capture, because it would suggest that it is the simple correlation of stimuli with reward, rather than their functional role in obtaining that reward, that determines capture. Rephrased in the language of associative learning theory, this would imply that derived attention is a product of Pavlovian conditioning (i.e., learning about the extent to which a stimulus signals reward), rather than instrumental conditioning (i.e., learning about the relationship between a response and the reward that it produces). As noted above, the color of the distractor in our experiments signaled the size of the reward available on each trial. Hence, the high-value color was a Pavlovian signal of large reward, and the low-value color was a Pavlovian signal of small reward. If value-driven capture arises because signals of large reward are more likely to capture attention than signals of small reward, then we would expect greater capture by the high-value color than the low-value color. But as noted above, participants were not rewarded for responding to (or orienting attention toward) the stimulus that was presented in the value-related color since this stimulus was, by definition, a nontarget. Hence there was no potential for instrumental conditioning to promote value-driven capture. In fact, since our experiments were arranged so that orienting toward the distractor resulted in loss of reward, participants would receive larger rewards when they successfully suppressed attention to this distractor (or oriented away from it). In particular, the largest rewards would occur when participants successfully refrained from orienting toward the high-value color. Consequently, the instrumental relationships in force in this experiment would, if anything, promote suppression of attentional orienting to the high-value color relative to the low-value color. This would result in less distraction by the high-value color; the opposite pattern to that anticipated by the Pavlovian account.

Below we describe three experiments investigating the influence of reward learning on attentional capture by task-irrelevant stimuli. In Experiments 1 and 2, the primary measure of capture is response time, on the assumption that attentional capture by the distractor will result in slowing of responses to the target. Experiment 3 goes on to use a gaze-contingent eye-tracking procedure to measure the extent to which reward-related distractors capture eye gaze.

**Experiment 1**

**Participants**

Participants in Experiment 1 were 27 University of New South Wales (UNSW) students, who received course credit and also a performance-based payment (\(M = 19.92\) AUD).

**Apparatus**

Participants were tested individually using a standard PC with a 23-in. monitor (1,920 \(\times\) 1,080 resolution, refresh rate 120 Hz), positioned \(\sim 60\) cm from the participant. Stimulus presentation was controlled by MATLAB using Psychophysics Toolbox extensions (Brainard, 1997; Kleiner, Brainard, & Pelli, 2007; Pelli, 1997).

**Stimuli**

The experiment used a variant of the additional singleton paradigm (Theeuwes, 1991, 1992). Each trial consisted of a fixation display, a search display, and a feedback display (Figure 1a). All stimuli were presented on a black background. The fixation display consisted of a white cross (subtending 0.5 degrees of visual angle).

---

\(^1\) It is worth mentioning here a recent study by Anderson et al. (2012). This used the same training procedure as Anderson et al. (2011a, 2011b) in which, say, red circles were the targets that predicted large reward and green circles were the targets predicting small reward. In this case, however, the subsequent test phase showed greater attentional capture by letters rendered in red rather than letters in green. Strictly, then, Anderson et al. (2012) demonstrated value-driven capture by stimuli (colored letters) that had not been task-relevant during the training phase—since they had not appeared during this training phase. Crucially, however, these stimuli shared the critical, task-relevant feature that defined targets in the training phase, namely red or green color. Hence, like the earlier results of Anderson et al. (2011a, 2011b), these findings reflect value-driven attentional capture by a feature (red or green color) that had been task-relevant. In contrast, in the current studies, the feature that predicted reward magnitude (again, color) was never task-relevant.
dva) presented centrally. The search display comprised the fixation cross surrounded by six shapes (2.3 × 2.3 dva) positioned at equal intervals around an imaginary circle with diameter 10.1 dva (with the first position directly above the fixation cross). Five of these shapes were circles, and one was a diamond. The diamond and four of the circles were rendered in gray. The remaining circle (the distractor) was rendered either in red, blue, green, or the same shade of gray as the other shapes (Commission Internationale d’Eclairage $x$, $y$ chromaticity coordinates of .595/.360 for red, .160/.116 for blue, .300/.611 for green, .304/.377 for gray). The values of red, blue, and green had similar luminance (~42.5 cd/m²), which was higher than that of the gray (36.5 cd/m²). The target contained a white line segment (length 0.76 dva) oriented either vertically or horizontally. Each nontarget contained a similar line segment tilted 45° randomly to the left or right.

Design

Two colors from the set of red, green and blue were randomly assigned to act as high-value and low-value colors for each participant. The experiment comprised 10 training blocks. Each block contained 18 trials with a distractor rendered in the high-value color, 18 trials with a distractor in the low-value color, and 4 distractor-absent trials on which there was no color singleton in the display. Trials occurred in random order.

Correct responses to the target that were faster than the participant’s latency limit (see Procedure) were followed by feedback indicating reward. If that trial had a high-value distractor, reward was large (10¢); if it had a low-value distractor, reward was small (1¢). If there was no distractor, the reward was equally likely to be small or large. Correct responses that were slower than the participant’s latency limit received no reward, though participants were told how much they could have won. Errors resulted in loss of the amount that had been scheduled as a reward on that trial. Target location, distractor location, and target line segment orientation (vertical or horizontal) were randomly determined on each trial.

Procedure

The single session began with a practice phase of 20 trials, with a yellow distractor on each and no reward feedback. The first two practice trials were discarded; the upper quartile of response latencies for the remaining correctly responded-to practice trials defined the latency limit for each participant. If response accuracy over practice trials was below 75%, participants repeated the practice phase. The mean latency limit was 964 ms (standard error of the mean [SEM] = 42 ms)

Instructions informed participants that for subsequent trials, they would earn a reward only for correct responses that were faster than their latency limit (this latency limit was given to them in

---

Footnote: The remaining color was assigned to act as a rare color. Each training block contained four trials with the distractor rendered in this rare color; reward magnitude was equally likely to be small or large on these trials. However, data from trials with the rare distractor are uninformative with regard to the critical issue of value-driven capture addressed in this article (indeed, the rare color was omitted from Experiments 2 and 3 for exactly this reason). Hence, for the sake of brevity we do not present or analyze these data here.
milliseconds), that such responses would earn either 1¢ or 10¢ “depending on the shapes presented on the trial,” and that errors would result in loss of the corresponding amount. Participants were not informed of the relationship between distractor color and reward magnitude.

Each trial began with presentation of the fixation display for a random period of 400, 500, or 600 ms. The search display then appeared until a response was made or the trial timed out (after 2 s). Participants responded to the orientation of the line segment in the diamond by pressing the C and M keys for horizontally and vertically oriented lines, respectively. For fast correct responses (or errors), the feedback display appeared for 1,400 ms (or 2,000 ms), showing the reward earned (or lost) on the previous trial, and total earnings so far. For correct responses slower than the latency limit, feedback displayed participants’ response time (RT) and the amount they would have received for a faster response. Intertrial interval was 1,000 ms. Participants took a short break every two blocks.

Data Analysis

The first two trials, and the first two trials after each break, were discarded. Timeouts (0.06% of all trials) and trials with RTs below 150 ms (0%) were also discarded. RTs were then analyzed for correct responses only.

Results

Figure 1b and 1c show RTs and accuracy across training. RTs were analyzed using a 3 (distractor type: high-value, low-value, absent) × 10 (block) analysis of variance (ANOVA). This revealed a main effect of block, F(9, 234) = 10.8, p < .001, η² = .29, with mean RT falling as participants became more practiced at the task. There was also a significant main effect of distractor type, F(2, 52) = 23.1, p < .001, η² = .47. The interaction was not significant, F(18, 468) = .70, p = .82, η² = .03.

Planned pairwise t tests, averaging across training blocks, were used to further analyze the main effect of distractor type. Each type of colored distractor slowed RT relative to distractor-absent trials—high-value versus absent: t(26) = 6.29, p < .001, d = 1.21, 95% CI of difference (CIlimits) [19.8, 39.1]; low-value versus absent: t(26) = 5.05, p < .001, d = .97, CI limits [11.6, 27.4]. Critically, RT on trials with the high-value distractor (M = 647 ms) was significantly greater than on trials with the low-value distractor (M = 637 ms), t(26) = 2.15, p = .041, d = 1.41, CI limits [19.4, 19.4]. Slower RTs on trials with the high-value distractor meant that participants were more likely to miss out on the large rewards available on these trials; correct RTs were slower than the latency limit (and hence reward was omitted) on 4.3% of high-value distractor trials versus 3.6% of low-value distractor trials. This difference was significant, t(26) = 1.94, p = .032 (one-tailed, since direction is anticipated by the RT difference), d = .37, CI limits [.00, .013].

For the accuracy data, the omnibus 3 × 10 ANOVA revealed a main effect of block, F(9, 234) = 8.98, p < .001, η² = .26, with accuracy increasing across training, but no significant main effect of distractor type, F(2, 52) = 1.55, p = .22, η² = .06, or interaction, F(18, 468) = .92, p = .55, η² = .03. Notably, averaging across blocks, accuracy on trials with the high-value distractor (M = 93.0%) was not significantly different from that for trials with the low-value distractor (M = 93.6%), t(26) = 1.12, p = .27, d = .22, CI limits [−.013, .004]. This suggests that the critical difference in RT observed on these trials did not reflect a speed–accuracy tradeoff.

Discussion

The finding that each type of colored distractor slowed RT relative to distractor-absent trials replicates the well-established finding that search for a target defined by shape is slowed by the presence of a color singleton distractor (Theeuwes, 1992, 1994). The distractors were physically salient, because they were the only colored stimuli in the display. The implication is that these salient stimuli capture attention in a relatively automatic fashion (automatic, because attending to the distractors will impede the participant’s goal of responding to the target as fast as possible).

More importantly, responses were significantly slower (but no more accurate) for trials with a high-value distractor compared with a low-value distractor. This suggests that the high-value distractor was more likely to capture attention than the low-value distractor, even though these distractors were always task-irrelevant. That is, attentional capture by the distractors was modulated by the magnitude of the reward that they signaled. The implication, then, is that value-driven attentional capture is a consequence of Pavlovian conditioning (based on the extent to which distractor color provides a signal of reward value), rather than instrumental conditioning (based on the value of the reward that is produced by responding [i.e., attentional orienting] to the color). Notably, the greater capture by high-value distractors meant that participants missed more high-value than low-value rewards. Hence, this increased capture by the task-irrelevant high-value distractor was counterproductive to participants’ goal of maximizing their payoff.

Experiment 2

Notably, however, mean correct RT in Experiment 1 (636 ms) was considerably shorter than the mean latency limit (964 ms). Given that the RT difference between high- and low-value distractor trials was numerically small (~10 ms), this meant that the greater attentional capture by the high-value target would rarely impact on the reward received. In other words, slower RTs on high-value distractor trials did not always result in reward omission; the relationship between RT and reward in Experiment 1 was relatively indirect. Experiment 2 therefore implemented a direct relationship between RT and reward, so that slower responses necessarily resulted in reduced reward. We also investigated whether the counterproductive effect observed in Experiment 1 would persist across extended training, or whether participants would eventually come to show a more adaptive pattern of faster responses on high-value trials. This possibility was based on data from conditioning studies with rats (e.g., Holland, 1979), which demonstrate that some overt behaviors (e.g., approaching a food magazine during an auditory stimulus that terminates in delivery of food) that are initially driven by Pavlovian conditioning can, with extended training, come under the control of instrumental conditioning; though other behaviors (e.g., the startle response elicited by the same auditory stimulus) remain under Pavlovian control even with extensive training. Finally,
Experiment 2 investigated the relationship between value-driven capture and explicit awareness of the color–reward contingencies.

Method

Participants. Twenty-four people took part. Four were students participating for course credit, and 20 were recruited from the UNSW community in exchange for $45. All participants also received performance-related payment ($M = 78.21 AUD).

Apparatus and stimuli. Apparatus and stimuli were as for Experiment 1, except Experiment 2 had no green stimuli.

Design. The experiment comprised 36 training blocks of 48 trials, giving 1,728 trials in total. Each block contained 20 trials with the distractor in the high-value color, 20 trials in the low-value color, and 8 distractor-absent trials. These trials occurred in random order. Assignment of red and blue to high- and low-value colors was counterbalanced across participants.

Correct responses with RTs slower than 1,000 ms earned no reward. For faster correct responses, reward (in cents) was calculated as \((1,000 - \text{RT}) \times 0.002 \times \text{bonus\_multiplier}\), rounded to the nearest 0.01¢. For high-value distractor trials, bonus\_multiplier was always 10; for low-value distractor trials, bonus\_multiplier was always 1; for distractor-absent trials, bonus\_multiplier was equally often 1 and 10. Errors resulted in loss of the corresponding amount. Other aspects of design were as for Experiment 1.

Procedure. Participants completed three 1-hr sessions on consecutive days. Each session began with 10 practice trials featuring a yellow distractor, with no reward feedback. This was followed by 12 training blocks (giving 576 training trials per session). Participants were told they would earn 0.2¢ for every 100 ms their RT was below 1,000 ms, that on “10 \times Bonus” trials this reward would be multiplied by 10, and that errors would result in loss of the corresponding amount. Instructions made no reference to the relationship between bonus trials and distractor color. Trials were as for Experiment 1, except that feedback was presented for 2,000 ms after correct responses and 2,500 ms after errors. On nonbonus trials, the feedback display showed the amount earned and total earnings; on bonus trials this was accompanied by a yellow box labeled “10 \times Bonus trial!” (bonus trials were not signaled explicitly until after participants had made their response).

After the final training session, participants were told that bonus trials had been determined by the color in the display; that when certain colors appeared it would be a bonus trial, and when other colors appeared it would not be. In a final awareness test, they were then shown a red circle and a blue circle in random order, and for each selected whether it would be a bonus trial or not when this color of circle appeared in the display.

Data analysis. Data were analyzed as for Experiment 1. Timeouts (0.01% of all trials) and trials with RTs below 150 ms (0.03%) were discarded.

Results

Figure 2A shows RTs across training. These were analyzed using a 3 (distractor type: high-value, low-value, absent) \(\times\) 36 (block) ANOVA. A main effect of block, \(F(35, 805) = 67.1, p < .001, \eta_p^2 = .74\), reflected the reduction in mean RT across blocks. There was a significant main effect of distractor type, \(F(2, 46) = 45.9, p < .001, \eta_p^2 = .67\), and a Distractor Type \(\times\) Block interaction, \(F(70, 1610) = 2.04, p < .001, \eta_p^2 = .08\).

Figure 2B shows accuracy across training. There was a significant main effect of distractor type, \(F(2, 46) = 25.7, p < .001, \eta_p^2 = .53\), with slower responses on trials with high-value distractors than low-value distractors. The Distractor Type \(\times\) Block interaction was not significant, \(F(35, 805) = 1.06, p = .37, \eta_p^2 = .044\).

Figure 2. Mean response time across the 12 training blocks of each of the 3 sessions of Experiment 2, for trials with a high-value distractor, a low-value distractor, and distractor-absent trials (a). Point markers and error bars show within-subjects standard error of the mean (Cousineau, 2005). Response times were significantly slower on trials with a high-value distractor than trials with a low-value distractor in all sessions. See the online article for the color version of this figure. * \(p < .05\), ** \(p < .01\), *** \(p < .001\).
Figure 2b shows mean RTs for each session. Critically, the high-value distractor slowed RT relative to the low-value distractor in each session—Session 1: $t(23) = 4.00$, $p < .001$, $d = .82$, $\text{CI}_{\text{diff}} [3.98, 12.5]$; Session 2: $t(23) = 2.78$, $p = .011$, $d = .57$, $\text{CI}_{\text{diff}} [2.31, 15.8]$; Session 3: $t(23) = 5.48$, $p < .001$, $d = 1.12$, $\text{CI}_{\text{diff}} [7.39, 16.4]$. This did not reflect a speed-accuracy tradeoff. Figure 2c shows that mean accuracy was similar for high- and low-value distractors in Sessions 1 and 2, $t < 1$ for each, and Session 3 showed a trend toward lower accuracy for high- than low-value distractors, $t(23) = 1.75$, $p = .093$, $d = .36$, $\text{CI}_{\text{diff}} [-.002, .018]$.

It is clear from Figure 2b that the RT difference between high-value and low-value distractor trials did not decrease with extended training; the numerical difference was roughly constant across Sessions 1 to 3 ($M = 8.26, 9.05, \text{and} 11.87 \text{ms}$, respectively), despite the reduction in baseline RTs across sessions. Indeed, when expressed as a proportion of baseline RT, the difference between high- and low-value differences is significantly greater in Session 3 than in Session 1, $t(23) = 2.11$, $p = .046$, $d = .43$, $\text{CI}_{\text{diff}} [0.00, .022]$ (and as noted above, this RT difference is accompanied by a trend-level difference in accuracy in Session 3 but not in Session 1).

In the final awareness test, seven participants showed no awareness of the color–reward contingencies, incorrectly selecting that the low-value color signaled bonus trials and that the high-value color did not. Across all trials, these “unaware” participants still showed significantly slower RTs on high-value distractor trials ($M = 527 \text{ms}$) than on low-value distractor trials ($M = 518 \text{ms}$): $t(6) = 4.24$, $p = .005$, $d = 1.60$, $\text{CI}_{\text{diff}} [3.53, 13.2]$; alternatively Wilcoxon’s $T(7) = 0$, $p = .016$. For the remaining 17 participants, whose responses in the awareness test were consistent with them having become aware of the veridical relationships between the different colors and reward levels, RTs were also significantly slower on high-value distractor trials ($M = 531 \text{ms}$) than on low-value distractor trials ($M = 520 \text{ms}$): $t(16) = 4.01$, $p = .001$, $d = .97$, $\text{CI}_{\text{diff}} [4.85, 15.7]$. The magnitude of the value-driven capture effect (i.e., the difference in RT between high- and low-value distractor trials) did not differ significantly for “aware” and “unaware” participants, $t(22) = .46$, $p = .65$, $d = .23$, $\text{CI}_{\text{diff}} [−10.7, 6.85]$.

Discussion

Experiment 2 replicated the key finding of Experiment 1: RTs were slower on trials with a high-value distractor rather than a low-value distractor. Once again, this suggests greater attentional capture by the high-value distractor. Importantly, because RTs directly determined reward in Experiment 2, this enhanced capture by the high-value distractor was directly counterproductive, because it meant that participants earned less on high-value trials than would otherwise have been the case. This counterproductive pattern persisted across extensive training: even after 2,000 trials, attentional capture remained under the control of the Pavlovian signal-value of the colors. Interestingly, this pattern was observed in participants who were unaware of the color–reward contingencies, suggesting that awareness is not necessary for value-driven attentional capture by task-irrelevant stimuli.

Experiment 3

It is well-established that stimuli that capture attention also tend to capture eye movements, known as oculomotor capture (e.g., Anderson & Yantis, 2012; Ludwig & Gilchrist, 2002; Theeuwes & Belopolsky, 2012; Theeuwes, Kramer, Hahn, & Irwin, 1998; Theeuwes, Kramer, Hahn, Irwin, & Zelinsky, 1999). Experiment 3 used a gaze-contingent eye-tracking procedure to determine whether reward learning about task-irrelevant distractors influenced the extent to which those distractors elicited oculomotor capture. Critically, online monitoring of eye movements as participants performed the search task allowed us to ensure that oculomotor capture by distractors was never rewarded.

Method

Participants. Twenty-four UNSW students participated for course credit and received performance-related payment ($M = $20.42 AUD).

Apparatus. Experiment 3 used a Tobii TX300 eye-tracker, with 300 Hz temporal and 0.15° spatial resolution, mounted on a 23-in. widescreen monitor (1,920 × 1,080 resolution, refresh rate 60 Hz). Participants’ heads were positioned in a chinrest 60 cm from the screen. As participants performed the task, the program controlling stimulus presentation requested data from the eye-tracker every 10 ms. Because the eye-tracker recorded gaze location at 300 Hz (i.e., one recording every 3.3 ms), the 10 ms sample taken by the experiment program would typically contain three recordings of gaze location. Participants’ current gaze location was defined as the average of the locations contained in the most recent 10 ms sample. Invalid recordings (when the eye tracker failed to detect a gaze location) were not included in this average; if the current 10 ms sample contained no valid recordings, then the gaze location from the previous 10 ms sample was used instead. The eye-tracker was calibrated using a 5-point procedure prior to the practice phase, prior to the first training block, and after 6 training blocks.

Stimuli. Each trial consisted of a fixation display, a search display, and a feedback display (Figure 3a). The fixation display was a white cross surrounded by a white circle (diameter 3.0 dva). The search display was as for Experiment 2, except that: (a) all shapes were filled, (b) there were no line segments, (c) the fixation cross was absent, and (d) the shade of gray was darker than in previous experiments (luminance ∼32 cd/m²). The feedback display showed the reward earned on the previous trial and total earnings.

Design. The training phase comprised 10 blocks, which were structured as for Experiment 2. Target location and distractor location were randomly determined on each trial, with the constraint that the distractor could never appear adjacent to the target. On each trial, a small circular region of interest (ROI) with diameter 3.5 dva was defined around the diamond target; a larger ROI (diameter 5.1 dva) was defined around the distractor. A response was registered when participants had accumulated 100 ms of dwell time inside the target ROI. Responses with RTs slower than 600 ms earned no reward. If any gaze fell inside the distractor ROI prior to a response being registered, even for a single 10-ms period, the trial was recorded as an omission trial and no reward was delivered. On distractor-absent trials, one of the gray circles (that was not adjacent to the target) was chosen at random; gaze
falling inside an ROI around the selected gray circle caused an omission trial in exactly the same way as if the selected circle had been a distractor.³

If RT was faster than 600 ms and no gaze was registered in the distractor ROI, then a reward was delivered: 10¢ if the high-value distractor was present, 1¢ if the low-value distractor was present, and an equal likelihood of 10¢ or 1¢ on distractor-absent trials. Notably, in Experiment 3, participants never lost money (unlike in Experiments 1 and 2 where participants lost money for erroneous responses). Other design aspects were as for Experiment 2, except that in Experiment 3 the distractor never appeared adjacent to the target.

Procedure. The single session began with 8 practice trials with a yellow distractor and no rewards. Participants were then told that on subsequent trials they would earn either 0¢, 1¢, or 10¢, depending on “how fast and accurately you move your eyes to the diamond.”

Each trial began with the presentation of the fixation display. Participants’ gaze location was superimposed on this display as a small yellow dot. Once participants had recorded 700 ms dwell time inside the circle surrounding the fixation cross, or if 5 s had passed, the cross and circle turned yellow, and the dot marking gaze location disappeared. After 300 ms, the screen blanked, and after a random interval of 600, 700, or 800 ms, the search display appeared. The trial terminated when a response was registered (see Design), or after 2 s (timeout). The feedback display then appeared for 1,400 ms. Intertrial interval was 1,400 ms.

Data analysis. As for previous experiments, the first two trials, and the first two trials after each break, were discarded.

³ Allowing for omissions on distractor-absent trials is useful, because it permits a valid test of the influence of stimulus salience on oculomotor capture, by comparing the rate of omissions on trials featuring a salient distractor with the rate on distractor-absent trials. This comparison controls for causes of omission trials that are not related to distractor salience (e.g., inaccuracy in the recording of gaze location, random eye movements by the participant, etc.), since these will be equal on trials with a salient distractor and distractor-absent trials.
Timeouts (1.3% of all trials) were also discarded. Finally, we also excluded all trials on which valid gaze location was registered in less than 25% of the 10-ms samples between presentation of the search display and registering of a response (1.4% of all trials). For remaining trials, averaging across participants, valid gaze location was registered in 97.8% (SEM 0.8%) of samples, suggesting very high fidelity of the gaze data on these trials.

For analysis of saccade latencies, we used the raw data from the eye-tracker (sampled at 300 Hz, rather than the 100 Hz used for gaze-contingent calculations). For these analyses, in addition to the exclusions described above, we further excluded all trials on which no eye gaze was recorded within 5.1 dva (100 pixels) of the fixation point during the first 80 ms after presentation of the search display. Saccade latency was then found by identifying the first point at which five consecutive gaze samples lay more than 5.1 dva from the fixation point. Saccades faster than 80 ms were excluded from further analyses. The extra exclusions described in this paragraph resulted in loss of an additional 6.1% of trials.

**Results**

Our primary measure in Experiment 3 was the proportion of omission trials across training, shown in Figure 3b. These data were analyzed using a 3 (distractor type: high-value, low-value, absent) × 10 (block) ANOVA. The main effect of block was not significant, F(9, 207) = 1.25, p > .26. There was a significant main effect of distractor type, F(2, 46) = 24.5, p < .001, η² = .52, and the Distractor Type × Block interaction approached significance, F(18, 414) = 1.52, p = .079, η² = .062. On the basis of this trend toward a change in the effect of the distractor type on proportion of omissions across the course of training, smaller ANOVAs were used to further analyze these data for the different distractor types (as opposed to t tests collapsing across training blocks). A 2 (distractor type) × 10 (block) ANOVA, using only the data for high-value and low-value distractors, revealed a main effect of distractor type, F(1, 23) = 11.4, p = .003, η² = .33; that is, high-value distractors produced significantly more omission trials than low-value distractors (16.4% vs. 8.9%, collapsing across blocks). The Distractor Type × Block interaction approached significance, F(9, 207) = 1.89, p = .055, η² = .076, with the difference in proportion of omission trials for high-value and low-value distractors tending to increase as training progressed (see Figure 3b). Similar ANOVAs comparing the data for high-value versus distractor-absent trials, and low-value versus distractor-absent, revealed a significant main effect of distractor type in each case: for high-value versus absent, F(1, 23) = 33.8, p < .001, η² = .59; for low-value versus absent, F(1, 23) = 36.5, p < .001, η² = .61. Unsurprisingly, then, color singleton distractors generally produced more oculomotor capture than if no color singleton was present in the display; just 2.4% of distractor-absent trials produced omissions, collapsing across blocks. For the comparison of high-value and distractor-absent trials, the Distractor Type × Block interaction was nonsignificant, F(9, 207) = .90, p = .52, η² = .04. For the comparison of low-value and distractor-absent trials, this Distractor Type × Block Interaction approached significance, F(9, 207) = 1.87, p = .058, η² = .075. Figure 3b shows that the difference between low-value and distractor-absent trials in proportion of omissions reduced as training progressed.

Similar patterns were seen in RTs (Figure 3c; as noted earlier, a response was registered in this task when participants had accumulated 100 ms of dwell time inside the target ROI). For these data, 3 × 10 ANOVA revealed a significant main effect of distractor type, F(2, 46) = 24.1, p < .001, η² = .51, but no main effect of block, F(9, 207) = .47, p = .89, η² = .02, or interaction, F(18, 414) = 1.22, p = .04, η² = .05. Follow-up t tests, averaging across training blocks, revealed that RTs were slower with high-value distractors (M = 442 ms) than low-value distractors M = 429 ms, t(23) = 4.00, p < .001, d = .82, CIₐᵣₑₓ [6.31, 19.80], and fastest on distractor-absent trials: for high-value versus absent, t(23) = 5.68, p < .001, d = 1.16, CIₐᵣₑₓ [20.3, 43.5]; for low-value versus absent, t(23) = 3.94, p < .001, d = .80, CIₐᵣₑₓ [8.93, 28.70].

Figure 3d shows saccade latencies on omission trials, and nonomission trials (i.e., trials on which participants did not look at the distractor), averaged across training blocks. Saccade latencies for distractor-absent omission trials are not shown—even though omissions could occur on these trials (see Design)—because there were so few of these trials (8 of 24 participants registered zero trials in this category, so mean saccade latencies could not be calculated for these participants). Saccade latency was generally shorter on omission trials than nonomission trials: this was true for trials with a high-value distractor, t(23) = 6.91, p < .001, d = 1.41, CIₐᵣₑₓ [0.21, 0.38], and with a low-value distractor, t(23) = 8.72, p < .001, d = 1.78, CIₐᵣₑₓ [0.20, 0.33]. For nonomission trials, saccade latency was significantly longer for high-value than low-value trials, t(23) = 2.29, p = .031, d = .47, CIₐᵣₑₓ [0.003, 0.051]. While latency was numerically shortest for distractor-absent trials, the relevant differences failed to reach significance: for high-value versus absent, t(23) = 1.47, p = .15, d = .30, CIₐᵣₑₓ [−.012, .0072]; for low-value versus absent, t(23) = .17, p = .87, d = .03, CIₐᵣₑₓ [−.0035, .0041]. For omission trials, saccade latency did not differ significantly between high- and low-value trials, t(23) = .04, p = .97, d = .007, CIₐᵣₑₓ [−.0088, .0091].

Finally, the duration of total dwell time on the distractor on omission trials did not differ significantly between trials with high-value distractors (M = 112 ms, SEM = 7.5 ms) and low-value distractors (M = 110 ms, SEM = 8.2 ms), t(23) = .30, p = .77, d = .06, CIₐᵣₑₓ [−.015, .020].

**Discussion**

Experiment 3 replicated the value-related effect on RTs observed in Experiments 1 and 2. Moreover, high-value distractors produced greater oculomotor capture than low-value distractors. This was counterproductive because if oculomotor capture occurred, reward was omitted. Experiment 3 thus provides an interesting example of reward learning promoting an oculomotor response that was never rewarded.

Mean saccade latency in Experiment 3 was generally shorter on omission trials (i.e., trials on which participants looked at the distractor before looking at the target) than on nonomission trials (i.e., trials on which participants did not look at the distractor prior to looking at the target). We interpret this to suggest that the salient distractor had a tendency to elicit rapid oculomotor capture in a stimulus-driven fashion, but that participants could use goal-directed (controlled) processes to overcome this tendency to make an initial saccade toward the distractor. The longer saccade latency on nonomission trials then reflects the cost of engaging this con-
trolled process. On this account, one would also expect longer saccade latencies on nonomission trials for distractor-present than distractor-absent displays. While the mean latencies showed this pattern numerically, the relevant differences did not reach significance. This could, however, be a consequence of the relatively low number of distractor-absent trials (80 over the whole experiment, as compared with 400 distractor-present trials), such that the mean latency on distractor-absent trials is likely to be a relatively poor estimate of the population mean.

Most interestingly, saccade latencies on nonomission trials featuring a high-value distractor were significantly longer than on nonomission trials featuring a low-value distractor. This implies that greater cognitive effort was required to suppress the tendency to saccade toward the high-value distractor than the low-value distractor.

On omission trials, saccade latency was not significantly different for high-value and low-value trials. This could be taken to suggest that—while the high-value distractor was more likely to produce oculomotor capture (Figure 3b)—when either distractor actually produced capture, it did so with the same degree of “force.” Also, the mean dwell time on high-value and low-value distractors on omission trials was not significantly different. This could be taken to suggest that, after capture, the ease of attentional disengagement did not depend on distractor value. However, the interpretations advanced in this paragraph are speculative. This is because both rely on null results; in particular, because the number of omission trials for each participant was relatively small, the experiment may well have lacked sensitivity to detect differences on these measures. Future studies could use more extensive training to generate more omission trials, which would allow these questions to be studied in greater depth.

It is perhaps worth noting that the omission contingency implemented in Experiment 3 (wherein if participants looked at the distractor, the reward was omitted) means that participants must have learned the signal-value of the distractor colors (high-value color signals high-value reward and low-value color signals low-value reward) on trials on which they did not look at the distractor. That is, participants must have encoded the presence of a particular distractor color in the array using peripheral vision, and this supported learning about the relationship between the presence of that color and the reward value obtained on that trial.

**General Discussion**

Considered in the most general terms, our findings replicate recent demonstrations that involuntary attentional and oculomotor capture in visual search is influenced by reward learning (Anderson et al., 2011a, 2011b, 2012; Anderson & Yantis, 2012; Theeuwes & Belopolsky, 2012). More importantly, however—and unlike all previous studies of derived attentional capture in humans—the current experiments demonstrate value-driven attentional capture by stimuli that were never task-relevant for participants. That is, participants were never required to direct their responses (or attention) toward these stimuli. Indeed, if participants did direct attention toward the critical distractor stimuli, their payoff was reduced. Nevertheless, we still found evidence of greater capture by stimuli that predicted high-value rewards than those predicting low-value rewards. Moreover, in Experiment 2, this maladaptive pattern of capture was observed in participants who were seemingly unaware of the stimulus–reward relationships.

Unlike in previous studies, then, the value-driven capture observed in the current experiments cannot be a hangover from participants’ previous experience of being rewarded for directing attention to the critical stimuli. The clearest evidence for this comes from Experiment 3, where the oculomotor capture produced by the distractor stimuli was never rewarded at any point in the experiment. These findings therefore imply that the crucial determinant of capture is not instrumental learning about the reward value produced by orienting attention to a stimulus (response-value). Instead capture seems dependent on Pavlovian learning about the reward value signaled by the presence of a stimulus (signal-value). Specifically, our findings suggest that signals of large reward become more likely to capture attention than signals of small reward.

The difference in behavior on high-value versus low-value trials must reflect learning about signal-value, since (across participants) this was the only difference between distractor stimuli. However, the size of this difference did not interact significantly with training block in any of the experiments (although the relevant interaction for the proportion of omission trials in Experiment 3 approached significance). While this null result may simply reflect noise in the block-by-block data, it suggests that the influence of reward learning on attentional capture developed early and did not change greatly over the course of training. Notably, Experiment 2 demonstrated that the maladaptive pattern of greater capture by high-value distractors persisted over extended training. Even with extensive experience, capture did not come under the control of response-value; that is, participants did not come to suppress attention to the high-value distractor (which would have increased their payoff). The implication is that value-driven attentional capture remains an effect of Pavlovian conditioning, and that instrumental learning about the relationship between orienting attention to distractors and the resulting reduction in payoff never comes to exert a comparable influence.

At this point, we should acknowledge a subtle issue of interpretation, and a caveat to some of the arguments set out above. In all of the current experiments, the value-predictive distractors were physically salient, since they were the only colored stimuli in the display. It is well-established that salient stimuli such as these “pop out,” and capture covert attention automatically (Theeuwes, 1992, 1994). Thus we might expect that covert attention will shift to the distractors on a certain proportion of trials due to their physical salience; we term this a distractor-shift. Now let us focus on the procedure of Experiment 1, in which participants were rewarded if their response to the target was faster than a certain criterion value (the latency limit). Suppose that, after a distractor-shift, participants are still generally able to respond to the target faster than the latency limit. Hence, the distractor-shift is followed by reward; more specifically, a distractor-shift to a high-value distractor is followed by high reward, and a distractor-shift to a low-value distractor is followed by low reward. Thus distractor-shifts to the different distractor types are differentially rewarded, even though shifting attention to the distractor plays no causal role in achieving that reward. This provides circumstances under which instrumental conditioning could differentially promote distractor-shifts to the high-value distractor in the future (in the terminology of learning theory, this would be an example of superstitious conditioning; cf.
Skinner, 1948). A similar argument could apply to the current Experiment 2 if, after a distractor-shift, participants were still able to respond to the target fast enough that the rewards achieved on high-value trials were (on average) greater than those on low-value trials.

The procedure of Experiment 3 mitigates against this line of reasoning to an extent. In this experiment, the overt attentional behavior that was measured (shifting eye gaze to the distractor) was never rewarded at any point in the experiment, since making such a shift would produce omission of reward. Consequently, it is less straightforward to see how the value-driven modulation of oculomotor capture observed in this study could be driven by instrumental conditioning. However, one possibility remains. As noted above, the distractors in Experiment 3 were physically salient and hence likely to produce automatic capture of covert attention. Suppose that there are a subset of trials on which (a) participants shift covert attention toward the distractor, and (b) they do not look at the distractor, and (c) their response to the target is still fast enough to fall within the 600-ms deadline for earning a reward. Under these circumstances, covert distractor-shifts could then be subject to superstitious instrumental conditioning as described in the previous paragraph. If we then assume that the greater likelihood of covert distractor-shifts to the high-value distractor occasionally translates into making overt (oculomotor) shifts to this distractor, then this could account for the observed pattern of more omission trials for high-value than low-value distractors. On this account, then, the oculomotor bias is a product of an instrumentally conditioned bias in covert attention. However, it is important to remember that, if participants do make an oculomotor shift to the distractor, then they lose a reward that would otherwise have been earned. Hence if instrumental conditioning of covert attentional shifts to the distractor builds up to such a level that it produces an oculomotor shift to this distractor, then the resulting loss of reward would immediately drive instrumental conditioning to reduce the tendency of making such oculomotor shifts in future. Essentially, the “covert bias produces oculomotor bias” argument is subject to a negative feedback loop, which reduces the likelihood that it is responsible for the effects observed in Experiment 3.

More generally, previous research has demonstrated that learning about rewards modulates attentional capture by task-relevant stimuli, both when those stimuli are physically salient (Anderson et al., 2011a), and when they are not (Anderson et al., 2011b). The current experiments demonstrate that learning about rewards also modulates attentional capture by task-irrelevant stimuli, in the case in which they are physically salient. However, the physical salience of these stimuli opens up the possibility (at least in theory) that instrumental conditioning might contribute to the value-driven modulation of attention observed in these experiments. It is noteworthy, then, that a very recent study by Failing and Theeuwes (2014) has demonstrated value-driven capture by task-irrelevant distractors that are not distinguished by their physical salience. This experiment used a procedure based on the current Experiment 1, but crucially each of the outline shapes in the search display was uniquely colored (see Figure 4). Participants were required to report the letter (S or P) inside the shape singleton (the diamond in Figure 4) as rapidly as possible. As in the current experiments, for half of participants, the presence of a red distractor in the display signaled that a fast response to the target would receive high reward, and a blue distractor signaled low reward; for the other half of participants this was reversed. As these critical value-predictive distractors were no longer color singletons (since all stimuli were colored), they would not be expected to elicit attentional capture based on their physical salience. Nevertheless, Failing and Theeuwes still found slower responses to the target on trials with a high-value distractor than on trials with a low-value distractor, implying that the high-value distractor became more likely to capture attention than the low-value distractor.

Although the current experiments demonstrate that reward learning can modulate attentional capture by salient stimuli, the data of Failing and Theeuwes (2014) suggest that reward learning is sufficient to produce attentional capture even by nonsalient stimuli. And since the study by Failing and Theeuwes used nonsalient stimuli, it rules out the account via instrumental conditioning advanced in the previous paragraphs. Taken together, our findings and those of Failing and Theeuwes therefore strongly suggest that value-driven capture by task-irrelevant stimuli is a product of Pavlovian, not instrumental, conditioning.

Finally in this section, we note an interesting complementary relationship between previous studies of value-driven capture and the current findings. Previous studies demonstrated value-driven capture by stimuli that had previously been task-relevant, but this capture was observed in a test phase in which these stimuli no longer predicted reward (e.g., Anderson et al., 2011a, 2011b). The current studies demonstrate value-driven capture by task-irrelevant stimuli, during a training phase in which rewards were provided throughout. The implication, then, is that the influence of value-driven capture can be shaped by experience.
learning on attentional capture is quite general. Pairing with high-value reward increases the likelihood of capture by a stimulus that has been task-relevant but no longer predicts reward (Anderson et al., 2011a, 2011b), and by a stimulus that predicts reward but is task-irrelevant (current data and Failing & Theeuwes, 2014).

A Previous Study of Capture by Distractors

One previous study by Della Libera and Chelazzi (2009) examined the influence of reward learning on attention to distractors in humans. In a complicated procedure, when critical stimuli appeared as distractors, they signaled reward magnitude (with 80% validity). Evidence from Libera and Chelazzi’s Experiment 1 suggested that this training led to reduced capture by distractors that signaled large reward compared to small reward. This is the opposite of our findings, and suggests response-value was the critical variable in their case. The reason for this discrepancy remains unclear; however, we note that: (a) The effect for distractors in Libera and Chelazzi’s Experiment 1 occurred on only one of two response measures, at p = .04, and did not replicate in Experiment 2. Our effect replicated across Experiments 1–3 with medium-to-large effect sizes, in both RTs and oculomotor capture. (b) Libera and Chelazzi had no consistent distinction between targets and distractors: a given stimulus acted as a target on some trials and as a distractor on others, but signaled reward magnitude only when it appeared in one of these roles. Thus all stimuli in their study were task-relevant on 50% of their appearances. In our experiments, colored stimuli only ever appeared as distractors, and so were task-irrelevant throughout. (c) Attentional capture by distractors in Libera and Chelazzi’s procedure had no influence on rewards and hence was not maladaptive; in our experiments, capture resulted in reduced reward.

Leaving aside for a moment the specific issue of the task-relevance or task-irrelevance of stimuli, we would argue that our task has advantages over previous techniques (e.g., Anderson et al., 2009). Importantly, neural source analyses based on magnetoencephalography to demonstrate that the magnitude of the reward that participants received for responding to target stimuli modulated event-related potential (ERP) signatures of attentional selection elicited by those stimuli. Specifically, the N2-posterior-contralateral (N2pc) ERP component occurred earlier, and had greater magnitude, for targets rendered in a high-value color than targets in a low-value color. The N2pc is an early, lateralized component emerging around 200 ms after display onset, and extensive study of singleton visual search has identified it as an important correlate of visual target selection (see Eimer, 1996; Woodman & Luck, 1999).

Sign-Tracking and Goal-Tracking of Attention

The findings reported here are somewhat similar to those of a study by Peck, Jangraw, Suzuki, Efem, and Gottlieb (2009) using monkeys. On each trial of that study, a peripheral visual reward cue (RC) predicted whether the trial outcome would be juice reward (RC+) or no reward (RC−). However, to achieve this outcome, monkeys were required to make a saccade to a target whose location was independent of the RC. Even though RCs had no operant role, the RC+ became more likely to attract attention and the RC− to repel attention (measured using eye tracking). This suggests that, as in the current experiments, attention was under the control of learning about the signal-value of the RC rather than its response-value. One difference is that in Peck et al.’s (2009) study, the independence of RC and target location meant that on 50% of trials, the target would appear in the same location as the RC. Hence, monkeys would often be rewarded for making a saccade toward a location in which the RC+ had recently appeared. In the current experiments, the distractor and target on a given trial never appeared in the same location, thus producing a clearer distinction between signal-value and response-value. Nevertheless, these findings suggest an interesting parallel between value-driven attention in humans and nonhuman animals. Using single-unit recording, Peck et al. showed that attentional modulation in their task was encoded in posterior parietal cortex, specifically in the lateral intraparietal area.

This latter finding is particularly interesting, because of its relation to previous data from humans. In a study in humans using task-relevant stimuli, Kiss et al. (2009) used electroencephalography to demonstrate that the magnitude of the reward that participants received for responding to target stimuli modulated event-related potential (ERP) signatures of attentional selection elicited by those stimuli. Specifically, the N2-posterior-contralateral (N2pc) ERP component occurred earlier, and had greater magnitude, for targets rendered in a high-value color than targets in a low-value color. The N2pc is an early, lateralized component emerging around 200 ms after display onset, and extensive study of singleton visual search has identified it as an important correlate of visual target selection (see Eimer, 1996; Woodman & Luck, 1999).

Importantly, neural source analyses based on magnetoencephalography highlight the posterior parietal cortex as contributing to the N2pc induced by task-relevant items in visual search (e.g., see Hopf et al., 2000). Thus, we have two studies implicating the posterior parietal cortex in value-driven attentional capture: Kiss et al.’s (2009) study (in humans) using task-relevant stimuli, and Peck et al.’s (2009) study (in monkeys) using task-irrelevant stimuli. Although the species and procedures used in these studies are clearly very different, these findings are at least consistent with the possibility that the same brain regions—and potentially the same neural mechanisms—underlie value-driven attentional capture by both task-relevant and task-irrelevant stimuli. Future work in humans using the procedures developed in this article will probe this question more directly, by comparing neural signatures of value-driven capture by task-relevant and task-irrelevant stimuli within a single species, and with a single procedure.
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2008; Flagel, Watson, Robinson, & Akil, 2007). This raises the disorders, including addiction (Flagel, Watson, Akil, & Robinson, may confer vulnerability or resistance to compulsive behavioral this, animal studies suggest that individual differences in the mechanisms by which some dysfunctional cognitive features investigate the brain mechanisms supporting these processes, and changes in capture of visual attention. This improved understand- shed light on the cognitive information structures that support distinction between Pavlovian and instrumental conditioning) can implement, a consideration of associative learning theory (such as the mechanisms underlying derived attentional capture. And as a com-

As noted in the introduction, research on derived attention has proceeded largely independently and in parallel in the associative learning and perception–cognition literatures. We hope that the research reported here might go some way toward bringing these literatures closer together. Our results demonstrate value-driven attentional capture by task-irrelevant stimuli. More generally, however, these studies show that the well-established techniques of perceptual–cognitive research (such as visual search and eye tracking) can be used to shed light on the associative learning mechanisms underlying derived attentional capture. And as a com-

Conclusions

As noted in the introduction, research on derived attention has proceeded largely independently and in parallel in the associative learning and perception–cognition literatures. We hope that the research reported here might go some way toward bringing these literatures closer together. Our results demonstrate value-driven attentional capture by task-irrelevant stimuli. More generally, however, these studies show that the well-established techniques of perceptual–cognitive research (such as visual search and eye tracking) can be used to shed light on the associative learning mechanisms underlying derived attentional capture. And as a complement, a consideration of associative learning theory (such as the distinction between Pavlovian and instrumental conditioning) can shed light on the cognitive information structures that support changes in capture of visual attention. This improved understanding of the psychology of derived attention can then be used to investigate the brain mechanisms supporting these processes, and the mechanisms by which some dysfunctional cognitive features (e.g., heightened salience of drug paraphernalia in the case of addiction) are sustained.

References


Received April 13, 2014
Accepted October 7, 2014.